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Abstract 

This paper presents a kinds of information fusion algorithm based on multi-channel 
color image. The color face image is first separated into three pseudo grayscale 
images: R, G, and B, then the partial characteristics of face is extracted by use of 
Gabor wavelet transform from each component to be eigenvector in series 
connection, which will be through dimensionality reduction by sparse kernel principal 
components to be recognized and classified by the nearest classifier. In order to 
testify the validity, we make experiment by use of XM2VTS color face dataset and the 
experimental result supports the proposed method. 
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1. Introduction 

Face recognition is a research focus in the field of pattern recognition and artificial 

intelligence with a history of nearly 30 years. Due to its easy access and handling 

characteristics, the majority of face recognition methods are based on grayscale face image, 

but the real face image is in color with richer information. With the development of 

information technology as well as hardware update, the color information plays a more 

important role in the image processing. A grayscale image contains a maximum of 256 

levels, while a color image may contain tens of thousands. Therefore, the color space greatly 

increases the amount of importation contained with higher image recognition accuracy than 

grayscale space. It has been found that the use of color information can enhance the 

recognition rate of face image with respect to grayscale image only [1]. Most research 

methods of face color image recognition do not directly process the face color image but 

transform the nonlinear color space to make color components completely independent of 

luminance components, thereby eliminating the impact of the brightness variation caused by 

the light [2]. Luo et al. [3] has proposed to convert the color image RGB into HSV space and 

then transform it through quaternion; Li et al. [4] has suggested the color image fusion 

technology based on Contourle transform to convert the color visible image from RGB space 

into HIS space. However, the nonlinear transformation of color space will lose the 

information of original image and the converted image is very sensitive to noise. To this end, 

the paper presents an algorithm to separate the color image into three pseudo grayscale 

images - R, G, and B - in the RGB space and extract the partial characteristics of face from 

each component respectively by use of Gabor wavelet transform. Compared with grayscale 

feature, the new feature is characterized with the following: 

1. Higher data dimensions. For example, the SIFT feature dimensions extracted from an 

image is 3840 in the grayscale space and is 11520 extracted from the same image in the color 

space. 

Onli
ne

 Vers
ion

 O
nly

. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LL

EGAL.



International Journal of Hybrid Information Technology 

Vol.7, No.2 (2014) 

 

 

218   Copyright ⓒ 2014 SERSC 
 

2. A lot of information contained but with possible data redundancy. Because of the 

correlation between pixels, the feature data extracted may have redundancy. In addition, the 

combination of different channels in color space may also cause data redundancy. 

3. Effect of noise. Since noise is always included in the original image, we extract the 

feature in the color space, and also extended the noise to the color space simultaneously. 

Feature extraction tend to affect the final image recognition result. Many effective feature 

extraction methods have been proposed so far, mainly divided into two categories: one is a 

linear feature extraction method, and the other is non-linear feature extraction method. 

Principal Component Analysis (PCA) [6] is a classical dimension-reduction method for 

feature extraction in the linear domain, PCA finds a linear projection of high-dimensional 

data into a low-dimensional data, and largely retained the properties of the original data. 

Sparse principal component analysis [7] is built on the basis of the principal component 

analysis, principal component analysis rewritten as a form of regression to solve optimization 

problems, and in its regression criterion function added penalty term, resulting in the main 

component of the sparse coefficients. But the principal component analysis methods are 

essentially based on linear transformation, are unable to extract high-level information on the 

image. To avoid these drawbacks, some researchers have improved by the PCA process, a 

new non-linear approach. A new Kernel principal component analysis (KPCA) [8] is 

proposed for nonlinear featue extraction method. Studies show that KPCA method is superior 

to PCA [9-15]. 

In this paper, the sparse kernel principal components analysis (SKPCA) of elastic net is 

used for analyzing and handling color characteristics. The sparse kernel principal components 

analysis based on elastic net is to combine two methods – ridge regression and LASSO. By 

introduction of L1 and L2 penalty term, these features with little contribution to 

recognition will be ignored in order to achieve the goal. 

 

2. KPCA Algorithm Thought 

The PCA (Principal Component Analysis) has been introduced into face recognition by 

M .Turk and A. Pent land. The main principle is to project a high-dimensional vector to a 

low-dimensional vector space through a special feature vector matrix, which will be 

characterized by a low-dimensional vector without loss of any information. The main steps 

consist of two: (1) in the training phase, the system will produce a number of characteristic 

face images according to the trained face with consistent shape and size; (2) in the recognition 

phase, the new face image will be expressed as the coefficients of these characteristic faces. 

Thus, the face image can be represented by a one-dimensional vector to achieve the purpose 

of dimensionality reduction. The kernel principal components analysis (KPCA) is a nonlinear 

expansion of the traditional PCA algorithm. The basic idea is to use the kernel method to 

project the input data into feature space F where the kernel principal components analysis will 

be analyzed for effective extraction of non-linear feature. 

With observation sample set N

k RxMk  ,,,,xk 21 , we assume that it has been 

centralized, namely: 0
1




M

k

kx . Then, the covariance matrix of sample is: 





M

i

T

iixx
M

C
1

1
                                                         （1） 

The characteristic equation of C is  

Cvv                                                                  (2) 
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Where, 0  is the eigenvalue and NRv   is its corresponding eigenvector. Combine 

equation (1) and (2) and get: 

k

M
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k
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T

kk xvx
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vxx
M

Cvv 

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
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





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11

11
)(                                   （3） 

As it can be seen that all eigenvectors are located in the space spanned by the training 

samples, if we map all the training samples from the input space to a high-dimensional space 

by the introduction of a nonlinear transform  : FRN   . 

At this point, the corresponding eigenvectors in F are also located in the space spanned 

by  )(),(),( Mxx  21 , i.e., a set of one-dimensional array ),,( Mii 21  existed, makes: 

)( i

M

i

i xV  
1

                                                         （4） 

While equation (3) is equivalent to: 

     VCxVx kk  ， Mk ,,21                                     (5) 

From equation (4) and (5): 
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                     （6） 

Define MM  order matrix K  and each element in K  is 

))()(()( ,, jijiji xxxxkK                                              （7） 

Then equation (6) becomes  2KKM                                      (8) 

Where,   is the column vector:  TM ,, 21  

And because the equation 1.8 is equivalent to  KM                        （9） 

Set M  21  to represent the eigenvalue of matrix K  and the corresponding 

eigenvector is expressed as M ,, 21  

p
  presents the first non-zero eigenvalue. Standardize the corresponding 

eigenvector Mpp
 ,, 1 : 

  MpkVV kk ,,  1                                                （10） 

The above equation contains no significant eigenvector Mpp
 ,, 1 , which can also be 

expressed as: 
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So as long as Mpp
 ,, 1  satisfies (11), a set of orthonormal eigenvector 

kV  of 

feature space F  can be obtained. 

For feature extraction, calculate the projection from input sample to the eigenvector only. 

Assuming the input sample as x  and mapping  x  into feature space F through 

mapping  x , the projection of its eigenvector set kV  will be 

     



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)()(                                   （12） 

As the KPCA analysis is based on the assumption of   0
1

1




M

i

kx
M

, we must centralize the 

mapping  ix  of each training sample in the feature space for removal of assumption. 
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    



M

i

iii x
M

xx
1

1
)(                                                （13） 

At this point, the equation (11) can still be met. With similar analysis, we get: 

     j

T

ijiji xxxxxxkK  )()(),(                                   （14） 

 K                                                              （15） 

 i

M
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i xV  
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                                                         （16） 

However, since the feature space is very high-dimensional and even infinite 

dimensional, we cannot centralize it according to (14). Therefore, K  cannot be obtained 

from direct calculation but usually be calculated through the corresponding K  of 

decentralized data: 
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                            （17） 

Where, ),;,( MjMiij  1111  . 

Summarize the basic principal of KPCA algorithm and use it to extract the face image 

characteristics with the following process: 

Expand the matrix corresponding to face image into a column vector by columns; select 

appropriate kernel function and its parameters for training sample. The kernel matrix K  is 

obtained from equation (7) and the kernel matrix K   

Obtain the eigenvalue   and eigenvector   of kernel matrix from (15); arrange the 

eigenvalue in ascending order to find the on-zero one and its corresponding eigenvector; 

standardize the vector   of feature by referring to (11); 

Select the eigenvector 
k

 corresponding to the top k  eigenvalues and get the eigenvector 
kV of principal components in the high-dimensional space; where, k  is the smallest integer 

satisfying the equation below and d  is the threshold value: 

dpM
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1




                                                        （18） 

Calculate the projection of training sample in the feature space kV  according to (2), 

normalize the projection coefficient matrix, and train the selected classifier: 

In the recognition phase, project the face to be recognized Y  to the feature kV according 

to (12) and obtain its projection coefficient  , which will be recognized by the selected 

classifier after it being normalized. 

 

3. Sparse Kernel Principal Components Analysis  

Sparse Kernel Principal Components Analysis, which is on the basis of PCA, is an 

optimization problem of solving regression form improved from PCA, adding one penalty 

term L1 into regression criterion function, and producing the coefficient of sparse principal 

component.  

Using SKPCA to process the feature extracted. It can not only reduce the dimension of 

data feature to a large extent, but also select some useful features and shrink any other useless 

feature to zero by sparse feature after analysis of the validity of data features. 

For the purpose of obtaining the sparse principal component, first we should express the 

principal component as the regression form including penalty term of elastic net [16].  
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Provided both  kkp  ,...,1α  and  kkp  ,...,1β  are matrix of kp  , to 

random 0 , provided 
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Hence, jj V̂ ， kj ,...,1  

As to a criterion function including two unknown variables, we first fix one variable α , and 

compute the estimate of another variable β . Then fixes one variable β  , and computes the 

estimate of another variable α . 

Provided α stands for almost orthogonal matrix, and then  αα; is that of order p. Hence, 




 
k

j

jj

T

1

22222

 XXXαXβXαXαXββX  

Thereinto, when α  is fixed, equality (18) can be changed into minimum: 
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Provided jjY X* , then j̂  can be regarded as estimate of elastic net: 
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There into, 
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Then, β  is fixed: 

Let β  is fixed, then our only concern is the 1st term of (18), namely: 

kk

TT Its  ααXββXα
α

..,argminˆ
2

                                       (22) 

The minimum problem in such form can be resolved by SVD of matrix decomposition . 

Then provided  

TT
UDVXβX                                                            (23) 

Hence T
UVα ˆ . 

 

4. Sparse Kernel Principal Components Analysis for Color Face Recognition 

For the purpose of effective dimension reduction of high dimensional feature extracted 

before, SKPCA which is based on elastic net will have application in recognition process. The 

first step is to select a data base to be used in test, and extract the color feature. The process of 

feature extraction has been described in detail in Chapter Three, therefore there are no 

repeating details. It needs to mix all features of the three color channels in series. As to 

high-dimensional characteristic data, we use SKPCA for dimension reduction and feature 

selection. The procedure of algorithm of SKPCA lists as below :          

First, obtain the principal component of the characteristic data X , and use V  to denote the 

direction of the principal component, and ):(, k1Vα  denote the direction of previous k 

principal components. 
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Second, fix α to solve the problem of the elastic net 

2

2
1

1 


 jj

TT

jj ,)()(argmin XX , where kj ,,1 . 

Third, based on ],...,[ k1β obtained in the second step, obtain the matrix XβXM
T , 

and then decompose M  as a singular value, T
UDVM   , hence obtain U and V . Where 

T
UV=α . 

Fourth, repeat the second and third steps till the convergence of the estimated constant β . 

Fifth, make
j

j

jV



ˆ , where kj ,,1 . 

It is necessary to explain the fourth step: because during the process of iteration, the 

estimated constant   is not always convergent. The method adopted here is to set an upper 

limit for the cycle, and if the number of iterations exceeds the upper limit, iteration is over. 

Now we reduce the original high dimensional data of dimensional p to dimensional k. In 

addition, when the coefficient matrix contains many zero elements, this plays an important 

role in the characteristics selection of data X . 

The last part of the flow chart is an identification of the characteristics after the dimension 

reduction. In order to be compared with the previous experimental processes, this experiment 

adopts the classification method of Nearest Neighbors to classify the characteristic data. 

 

5. Experimental 

As we know, the selection of the parameters is essential for the experimental results. Using 

the SKPCA to handle the data, this experiment takes into consideration three parameters: s, k 

and  . The parameter s denotes the number of the non-zero variables reserved finally, k 

denotes the number of the reserved sparse principal elements, namely the reduced dimension, 

and  denotes the shrinkage parameter. For example, provided, parameter s = 3 and k = 10, 

after the SKPCA on the original data, it can be obtained that the sparse projection matrix 

contains 10 column vectors, and every column vector contains 3 non-zero numbers. 

During the analysis process of principal components, the reduced dimension of data is 

determined by the data themselves. It is usual to select the number of the principal 

elements when the cumulative contribution of characteristic values reaches the pre-set 

threshold value. During the analysis process of the sparse principal components, it is 

necessary to first set the reduced dimension. Therefore, we first estimate the dimensional 

parameters. Table 1 and Figure 1 denote the recognition rates when the characteristic 

dimensions retain 50, 100, 150 and 200 relatively: 
 

82.80%

87.96%
92.54%

91.02%

90.08%
92.59%92.59%

89.81%

75.00%

85.00%

95.00%

50 100 150 200

Gabor

SIFT

Figure 1. Recognition Rate Changes with Dimensions 
 

Thereinto, the horizontal coordinate denotes the reduced dimension, and vertical 

coordinate denotes the recognition rate; the blue line denotes the Gabor face features 

extracted from the color XM2VTS facial database, and the red line denotes the SIFT 
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expression characteristics extracted from the color child images. At this moment, set the 

parameter s = 20, and the shrinkage parameter 21    . It is known based on the 

equation 50
21

2 .






 ; set the maximum value of the regression frequency to be 200.  

 
Table 1. Recognition Rate Changes with Dimensions 

 50 100 150 200 

XM2VTS Facial Database 

Gabor Characteristics 

82.80% 90.08% 91.02% 92.54% 

 

It can be seen from the Table that with the increase in the reserved characteristic dimension, 

the recognition rate increases. However, because the increase of the dimensions will cause the 

increase of the calculated amount, and between the calculated amount and the dimension 

increase there is non-linear relationship, when the dimension increases to 200, the coefficient 

matrix of resolve characteristics needs more time. For example, handling the Gabor 

characteristic of XM2VTS facial database under the same condition, it will take 10 hours to 

reduce the dimension to 200; while it only takes 1 hour for the dimension to reduce to 100. It 

can be seen from the cognition rate that the recognition rate for dimension 100 is 90.08% and 

for 200 is 92.54%. Therefore, there are no significant differences between cognition rates. 

Similarly, when handling the SIFT characteristics of the child images, it both takes a long 

time for reducing dimension to 150 and 200, and it is rare to increase the recognition rates.  

Therefore, during the experimental process, we make a compromise, both taking into 

consideration the operation time and the effectiveness of the characteristics, and finally obtain 

k = 100 as the reduction dimension parameter. 

Based on the above experimental results, there is monotone increasing function 

relationship between the recognition rate increase and reduction dimension parameter k. Due 

to the strong association between the value of parameter k and the operation time, here we set 

the value of dimension parameter k to be 50 in order to improve the efficiency.  

During the experiment, set s = 20, and the maximum of the regression frequency is 200.. 

The changes of the recognition rate with those of the shrinkage parameter   are shown in 

Figure 2. The horizontal coordinate denotes the value of parameter   , and the vertical 

coordinate denotes the recognition rate. The selection range of the shrinkage parameter 

 covers from 0.2 to 0. 0.8. Figure 2 denotes that the Gabor characteristics extracted from 

XM2VTS facial database. It can be seen from the figures when the shrinkage 

parameter 40. , there comes the highest recognition rate. 

 

80.00%

81.00%

82.00%

83.00%

84.00%

0.2 0.3 0.4 0.5 0.6 0.7 0.8

XM2VTS，Gabor

Figure 2. Change of XM2VTS Facial Recognition Rate with 
 

Therefore, during the following experimental process, we select 0.4 for those from 

XM2VTS facial images.  

Table 2 denotes the recognition rate of using XM2VTS color facial images to carry out 

facial recognition. The data in the first column denotes the recognition rate of using the pure 

grey-scale feature for recognition, the second denotes the recognition rate after reducing the 
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dimension by directly using standard PCA, and the third denotes the recognition rate of 

re-recognition after the characteristic selection by using the SKPCA. 
 

Table 2. XM2VTS Color Adult Facial Recognition Result Contrast 

 Grey-scale Feature Color (RGB) Feature 

(PCA) 

Color (RGB) 

Feature (SKPCA) 

SIFT 80.34% 78.73% 85.00% 

Gabor 83.56% 85.00% 88.39% 

 

During the experiment, the characteristic dimension of color space feature reduces to 100 

after the SKPCA selection. Considering from the perspective of contrast experimental results, 

the dimension reduces to 100 by means of the standard PCA. 

According to the data in the first line of Table 2, the SIFT characteristic dimension of 

grey-scale feature is 3840, that of the RGB color space is 11520. After the SKPCA analysis 

characteristic selection, the dimension reduces to 100. It can be seen that the recognition 

increases to 85.00%. 

According to the data in the second line, the characteristic dimension of grey-scale Gabor 

feature is 2560, that of the RGB color space is 7680, and the recognition rate increases to 

88.39% after SKPCA analysis characteristic selection. 

It can be seen that, during the process of facial expression recognition, the characteristic 

dimension reduces significantly while the recognition rate increases to certain degree by using 

the SKPCA to analyze the color characteristics. 

 

6. Summary 

This paper comes to a detailed description on the SKPCA method based on the elastic 

net, and applies the SKPCA method to the characteristic selection of face color image 

recognition. In the experiment, we first uses the data to determine the appropriate 

parameters, and then puts forward specific experimental procedures and results. It is 

shown from the result that, comparing with the standard PCA, the recognition rate of 

face image color characteristics selected by using SKPCA method increases 

significantly. Therefore, this further proves the effectiveness of color characteristics.   
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