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Abstract

A maximum power point tracking (MPPT) technique based on linear a@ regulator
(LQR) approach for solar photo-voltaic system has been p ed in t}ﬂ%p( . LQR based
p

MPPT controller has been designed with online set- pomt trent using current,

radiation and temperature sensors. Real time .P iofis have carried out on

MATLAB™/dSPACE™ platform for solar phot Ric sy ith buck converter.

Performance of the proposed technique hase heen Compared with perturb and observe,

incremental conductance, fuzzy logic, neural network and A@based methods of maximum
e

power point tracking. Experimental results the su of the proposed method for
tracking maximum power point under ra@warym t@radlatlons

Keywords: Maximum power o kmg soﬁ& hoto-voltaic system; linear quadratic
regulator A

1. Introduction

Solar energy is ndant able and freely available source of the energy. The
major obstacle for h netratl ach of solar photo-voltaic (PV) systems is their low
efficiency andshigh,capital co :ﬁ output voltage of the PV system is highly dependent on

ature. The maximum power point tracking (MPPT) system is
um power generation. Perturb and observe (P&O), incremental
conductance (INC), f gic, neural network (NN), adaptive neuro-fuzzy inference system
(ANFIS) and curr Itage feedback based techniques are few of many available MPPT
methods [1]. O most widely used MPPT techniques, incremental conductance and
artificial |n Iligence based techniques have higher accuracy but they are complex in design.
aving moderate accuracy is the most extensively used in commercial MPPT
ith this approach oscillation are developed around the desired operating point
W, ses power loss. As compared to P&O technique, voltage / current feedback
t%le is a simple technique in which the feedback of panel voltage or current is taken and
compared with a pre-calculated reference voltage or current; the duty-ratio of dc-dc converter
is continuously adjusted so that it operates close to that of maximum power point (MPP) [1].
Due to pre-calculated constant reference voltage/current it cannot track MPP during changing
environmental conditions [3].

Linear quadratic regulator (LQR) is one of the methods of optimal control strategy which
has been widely developed and used in various applications. LQR design is based on the
selection of feedback gain such that the cost function J is minimized [9]. In this paper LQR

necessary to ensdre the
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based controller has been designed with dynamic set-point adjusting approach without need of
power calculation. Performance of the proposed techniques has been compared with existing
MPPT methods. The paper has been organized as follows: Design aspects of proposed MPPT
controllers have been described in section two. Real time implementation of proposed and
existing MPPT techniques on MATLAB™/dSPACE™ platform has been described in section
three. Experimental results and comparison of proposed and existing MPPT techniques have
been given in section four. In the fifth section conclusions have been discussed.

2. Proposed MPPT Controllers

Solar system with buck converter (Figure 1(a)) has been considered in the present work
The output voltage of the buck converter is regulated by changing duty-rati the
semiconductor switch. When the switch is on, the diode is reverse biased, the mdu?g the

load gets energy from the input solar energy. During off state of the switc e gets
forward biased and the output stage receives the energy from the indugt the input
remains isolated. The net energy transferred to the output f dtisa ser than that
of input in given switching cycle. The ratio of output to 4 Ita e is eghfed as the duty-
ratio (D) and can also defined as the ratio of the on f the switc e total switching
period [10]. K/

Ipv —p L ~a Q 4 % Pmax A
h N
D

om0

P-V curve

Voltage Vmp Voe

Figure 1. (@) Config% of buc Qerter in solar PV system and (b) I-V and

terrstlcs of a solar cell

Current-voltag and po@/o age (P-V) characteristics of a typical solar cell, at a
fixed amble atur a olar irradiation are non-linear in nature and shown in Figure
1(b). The sp the I§ e ranges from the short-circuit current (ls.) to open-circuit
voltage (Vo). At the ° f a normal 1-V curve is the maximum power point (lyp, Vimp), the

point at which the | generates maximum electrical power [4]. The block diagram of
conventional cur eedback MPPT system has been shown in Figure 2(a) [1]. Although this
technique uses only current sensor it cannot track maximum power point during changing
environmepialcenditions due to pre-calculated constant reference current. Proposed LQR and
LQR -PI ’E Control techniques include online set-point adjustment approach based on

@ tion and temperature values. The block diagram of the proposed approach has been

S igure 2(b).

2.1 Design of set-point tracker

The mathematical expression of the output current of the PV module (Figure 2) can be
expressed as [4]:
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Figure 2. (a) Current feedback MPPT control scheme and (b) Block diagram of
proposed control schemes for MPPT
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where, | is the current, V is the voltage of the PV module
reverse saturation current, n, is the number of cells conne
cells connected in series, g is the charge of an elg is Boltzmann’s
constant (1.38*102J/K), a is p-n junction ideality 1< y 1 being the ideal
value), and T is the PV module temperature. R; a p are ec}\ ent series and parallel
resistances.The thermal voltage of the module @V cells cted in series is denoted by
V= NskT /g. The assumption Iy =~ Z,, has m en used I otovoltaic models because in
practical devices the series resistance is % the& I resistance is of high value. The
nd is

PV current depends on the solar irradi d by the temperature according to
the following equation

Ipv:(Ipv,n—'_Kl(T_T))i A \ (2)

where I, is the PV curre the nom ndition (at 25 °C and 1000W/m?), T and T, are
the actual and nommal ature » are actual and nominal radiation and the short-
circuit current/temp coe K) Dlode saturation current depends on the solar
radiation and the ature as
qE,
@( 6 (3)
where, Eg is the gap energy of the semiconductor and Iy, is the nominal saturation

current given y

(4)

with Vi, being the thermal voltage at the nominal temperature T, and I, is the short-circuit
current at the nominal condition. Short-circuit current I, of the PV module is not strongly
temperature dependent it tends to increase slightly with increase of the module temperature.
For the purpose of experimental comparison of various MPPT algorithms variation in short-
circuit current with change in temperature can be considered negligible. The short-circuit
current then can be determined by,
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S (24
=1 |~
sC sc,n (Sn J (5)

where, | is the short-circuit current of the PV module under the irradiance S; « is the
exponent responsible for all the non-linear effects that the photocurrent depends on. Under
different irradiance levels, short-circuit current is different, so that the parameter « can be
determined by:

_ In(lsc,n / Isc,l)

In(S, /S,)
*
where I, and I, are the short-circuit currents of the PV module under radiatio \Qafsl
The relation between I, and I, can be given by, @

N . ?{
where, the factor k is always <1 and k varies from bet \7 a d the common
value of k is 0.9 [5]. Measuring ls. during operation ult an n the present work
Is. is determined based on equation (5) & (6). Value Sclandx referred from the I-V

curves provided in the manufacturer’s datas Set-poin ng algorithm has been
designed based on equations (5), (6) and (7). ic set- acking assures the dynamic
operating point of the proposed controllers’ ent at @ m power point (Imp).

2.2 Design of LQR based MPPT sy 1{@ $\\

The term “linear quadratic” rs o theg 1 system dynamics and the quadratic cost
function. LQR design is base e selec edback gain such that the cost function J
is minimized [9]. This res that selection is optimal for the cost function
specified. For LQR des b ystem nee be described by state space model:

X = AX+ Bu & (8)

y =Cx+ DLQ ©)
The performa ndex |Md as,

J =IO (x"Qx+ul (10)
where, Q ard(R ar€ the weight matrices. Q is positive definite or positive semi-definite real
symmetricsn and R is positive definite symmetric matrix. The feedback control function
limits ar function so that

(11)
whelg, K is given by,
K=R'B'P (12)
and P can be determined by solving the continuous time algebraic Riccati equation,
A'P+PA-PBR'B'P+Q=0 (13)
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The advantage of using the quadratic optimal control scheme is that the system designed
will be stable and robust, except in the case where the system is not controllable. In order to
design LQR and LQR-PI MPPT controllers small signal model of the buck converter has been
considered in the present work. Overall transfer function model of buck converter in current
programmed mode is shown in Figure 3 [12]. The small ac variations in output voltage and
inductor current can be expressed via superposition as a function of small ac variations in
duty-ratio and the input voltage and by defining transfer functions Gyy(s), Gis(S), Gvy(S) and
Gig(s). In the present work transfer function Giy(s) has been referred for designing the
proposed control scheme. The small signal transfer function that relate the inductor current
ii(s) with the variation of the duty-ratio d(s) around the operation point under zero initial
conditions is given by [12],

L(s) Vv 1+sR,C

A

I
dA(s)_DRLX1+s(L/RL)§
where, V is maximum output voltage \ nominal duty-ratio, R_ is maximum load

resistance, L is inductor an@/Cyis capaci lues. This Laplace domain transfer function has
to be converted in tosstdte'space forni\for LQR design. The buck converter for solar PV has
been designed to WO\ onti duction mode with the parameters shown in Table 1.

OQ Ea%l. Buck Converter Parameters
Vin

20.8 Volt
o 16.7 Volt
X 36.8 Watt
» Switching frequency 80 KHz
Max. inductor current ripple 10 %
% Inductor 1 mH
O R 7,55 Ohm
O Cout 100 pF
@ D 08

For the parameters of buck converter mentioned in table 1, Giy(s) is found to be,

B 3.4437+(2.6><10’6)s

.= (15)
' 1+(0.1324x10_3)s+(0.1x10_6)52
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This time domain transfer function can be converted in to state space form using tf2ss
command in MATLAB™. For equation (15), matrices A, B, C and D have been found to be,

-1324 2441 128
= B= ,C=[0.2031 65.68],D=[0]. (16)
409% 0 0

Stability of the open loop transfer function Gi4 can be checked by finding poles of the system.
For the system given by equation (16), both the poles lies in the left side of the s-plane and
the open loop system is stable as well as controllable and observable. The selection of
matrices Q and R determines optimality in control system design. The matrices Q and R are
called the state and control penalty matrices [13] respectively and components of Q and R
matrices are chosen by trial and error [14]. If the components of Q are chosen large relative to
those of R, then the overshoot will be more. On the other hand, if the components of ratri R
are large relative to those of Q, then settling time will be large. In the present itial
values of the components of matrices Q and R are chosen to be:

Q{; g}%[l]- \* Q/ (17

With above values of Q and R matrices and usu’nmand W Q,R) gain matrix K
has been determined. The optimal regulator for system with respect to the quadratic
cost function (equation (19)) is always a I|n 6ol Iaw Iosed loop system takes the
form [13],

= (A=BK)x 5&6 (18)

and the cost function takes the fo ,

J= j(x Qx+ (- P@
J= j Q+KT?@ (19)

After finding @ atrix, @:d loop system’s state space equations has to be determined
as,

A:Iosed—loop =A-B ® (20)
B (21)

closed—loop

C -DK (22)

closed -loo

Ioop =D (23)

Step response of the closed loop system is then determined (Figure 4) using step( )
command of the MATLAB™. Peak overshoot and settling time has been found to be 50.8%
and 0.0054 seconds respectively. Above procedure of designing closed loop LQR system and
plotting its step response has been repeated for number of times by varying value of
component Q; of matrix Q from 1 to 10000 while keeping matrix R same. Satisfactory step
response has been found at Q= 2000 with settling time equal to 1.59 milliseconds with

172 Copyright © 2014 SERSC



International Journal of Hybrid Information Technology
Vol.7, No.1 (2014)

0.0373 % overshoot. The optimal gain matrix has been found to be, K= [35.55 0]. Before
real time implementation of the LQR based MPP tracking control system the stability of the
closed loop system need to be analyzed. Bode plot (Figure 5) analysis of the closed loop
system has been done which shows the infinite gain margin and phase margin of 61.6 ° at gain
crossover frequency of 5145 rad/sec and confirms the stability of the closed loop system.

Ts=0.00159 sec
for Q11=2000

— =% m sys_Q_CdashC

sys_Qone | V
—sys_Qten

sys_Qhundred

sys_QoneK | 0

Amplitude

ys{QtenK

s
ﬁ \el
S Kfive
> Q A

VN
T

0 e r r
0 1
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Figure 5. Bode plot of closed loop system with Q;; =2000

3.Re ®1e Implementation of Proposed and Existing MPPT Techniques

ware details

A'poly-crystalline solar PV module (Vikram Solar ELV37) of specifications mentioned in
Table 2, with buck converter has been used for experimental analysis of proposed and
existing MPPT techniques.
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Table 2. PV module parameters at standard test conditions

Short circuit current Iy 2.40 A
Open circuit voltage Vo, 218V
Current at maximum power point lypp 225 A
Voltage at maximum power point Viypp 17V
Number of cells in series N 36
Temperature coefficient of I 0.04% /°C
Temperature coefficient of V, -0.32%/°C
Pmax 3TW

MPPT algorithms have been designed in MATLAB™/SIMULINK™ and implementgd
using dSPACE™ ds1104 R & D controller board. Design specifications and the p of
the buck converter have been mentioned in Table 1. For the proposed MP T@?ithms
current and radiation sensors are needed while for other algorithms voIt@\ current
sensors are required to be interfaced with computer system viads1104 contr, oard. Also
radiation and temperature sensors are needed for calculat'N‘ heoreti Ximum power
(Pmax, teoreticat). VOIltage, current, radiation and tempera uée sors haye been designed and
calibrated for implementation of various MPPT algo.

Voltage sensor is designed using voltage divider PesiStive nem (Ry & R,) as shown in
figure 6. Output voltage is sufficiently reduced justing of the variable resistor. As
per the specifications of ds1104 controller,b it accepts gue input in the range of +/-

10 Volt. %\ s&@

Buck Load
converter

™
Teniperature | dSPACE™ ds1104/CPL1104
—>

O ™ sensor
%O IPersonal computer with MATLAB™ |

Figure 6. Hardware interfacing of proposed scheme

Current measurement has been done using low value (0.01 Ohm) shunt resistor (Rq,) that
will output a voltage proportional to the current flowing through it. Since the shunt resistor is
non-isolated caution must be exercised with its placement. A reference solar module is used
for the measurement of the solar radiation. Proper calibration should be done to match the
technology of the reference module with the technology of the photo-voltaic module used.
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The average intensity of the solar radiation the striking on PV module was calculated by
measuring the radiation level at various points on the PV panel. According to this value the
output of the radiation sensor was calibrated. Extensive calibration measure has been
performed on the PV module and reference module. For measurement of module temperature
LM35 temperature sensor is used which gives 10mV change across output voltage per degree
Celsius change in the input temperature. Two zener diodes with breakdown voltage of 10 V
and a resistor of 10 K Ohm is arranged to protect ds1104 A/D converter from overvoltage.
The photo snap of experimental setup and calibration of radiation sensor using reference PV
module is given in Figure 7(a) and (b).

Controldesk 4.3 &

UCk ConVEt MATLAB on PC

Halogen lamps

_— - o - ) ! SPACE l
‘ Il e
- — f

[Reference PV module |

PV module JE. (= 1 . ~
a Load Resistange
! =)\ * | -0

\ 5 '-;

Temperature Sensor signal £0nditiening | -
sensor PWM o/p S|gna

&

Figure 7. (a) Exper'@ntal set (b) Calibration of radiation sensor

3.2 Efficiency of em

The choice of tfieWIPPT tech %r a specific application is important design factor and
should be bz oIt efficie of MPP tracker, response time, peak overshoot, static and
dynamic error‘and sensor, ed. All these parameters of MPPT system have been analyzed
in the present work i to compare various MPP tracking techniques. Efficiency is the
of an MPPT algorithm can be calculated as,

(24)

v@ Pveer presents the output power of PV system with MPPT and P, is the output
power at true maximum power point.
3.3 Calculation of Py, (theoretical)

In the present work pre-calibrated reference PV module and LM35 temperature sensor
have been used to estimate the theoretical maximum power point (Ppax, theoreticar)- Apart from
short-circuit current other important characteristics of the PV module viz. open-circuit voltage
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Vo, fill factor FF and the maximum power output P, are function of radiation and panel
temperature [6]. The relatonship between the open-circuit voltage and radiation follows
logarithmic function based on ideal diode equation and due to effect of temperature. There is
exponential increase in the diode saturation current with an increase in temperature [11]. The
open-circuit voltage at any given condition can be expressed by,

V4
V. :V—(T_j (25)
1+ 8In(s, /S)\ T

where, Vo, and V., are the open-circuit voltage of the PV module under the normal radiation
S and the nominal radiation S, , # is a PV module technology specific coefficient [7 and yds
the exponent considering all the non-linar effects. The values of a, £ and y can red
from the datasheet of the solar module. Fill factor is a dimentionless term an %ure of

the deviation of the actual 1-V characterestic from the idal one. he series resistance
associated with PV modules reduce the fill factor. Expre or det@lon of the fill
factor can be given by,
FF = FF, (1— R, ] 3 (26)
Voc / Isc OQ ,\%
RN,
Vo, —In(v,, +0.72) @\ s& @)

1+v,,

where, ¢

FF, =

with, FFy is the fill factor of the 1deal P ie without resistance effects, R; is the series
resistance, V. is the nor$ value of pen-circuit voltage to the thermal voltage i.e.,

N .
Yor nkT / Q\ (28)
The mwlmumer out@@ can be given by,

P = FF xV_ x

J— }/ e
Pmax _ Voc I (Voc 0-72) 1_ RS Voc,n (T_nj ISC . i (29)
O%voC Vo Il J1+8In(S, IS\ T LS,

Igorithm  for  calculation  Of  Praxteoreica has  been  modeled in
AB™/SIMULINK™ has been designed using equation (29). Values of o,  and y are
referred from the Vikram Solar PV module ELV37 datasheet.

3.4 Modeling and real-time simulation of MPPT algorithms

MATLAB™/SIMULINK™ models of various MPPT algorithms have developed and
laboratory based real time simulations have been carried out for comparing proposed and
existing algorithms based on their responses for step change in the solar irradiation. Step
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change in the solar radiation of the two halogen lamps was introduced using toggle switches.

In the present work static and dynamic relative error of the PV output power has been
analyzed. All the MPPT control algorithms have been programmed with MATLAB™ and
implemented using dSPACE™ ds1104 R&D controller board and CLP1104 connecter and
LED panel. Four channels of analogue data input and one channel of PWM output channel
have been used to interface four sensors (voltage, current, radiation and temperature sensors)
and one output signal (duty-ratio). The dSPACE™ system samples and converts the sensor
outputs to digital signals, processes them as per program in MATLAB™ and then outputs the
pulse-width-modulated (PWM) signal to the driving circuit of the buck converter via PWM
output channel. As per the specifications of the dSPACE™ for analogue input in the range
-10 V to +10 V, the SIMULINK™ output is in the range -1 V to +1 V [15]. Henc&proper
gains for input and output signals need to be chosen. The model for implementi ased
MPPT algorithm is given in Figure 8(a) & (b). The optimal value of the dai rix K is
given by [35.55 0] has been used to design linear quadrati lator. PY'C lov is all the
time compared with current at maximum power Iy, val which Js d ined based on
solar radiation and panel temperature. One of the nne oN’dsllM is used to
output the 80 KHz pulses whose duty-ratio is adjust PPT %er.

Models of P&O and INC MPPT have been dg@eloped w‘itrq;al alue of the duty-ratio of
0.8. Fuzzy based MPPT system has been d using t\h( ut variables [8] viz. dP/dV

and rate of change of dP/dV (4 dP/dV) qi s
g ( g s‘\\\g

-2

() V(D AQ} 5 )
A(Ew)-Sm-Ta SO

dv dv dv \ (31)

and one output Bxl viz. ¢ e in duty-ratio ( 4D). Seven triangular membership
functions have be & ned fo@t d output variables. The rule base is given in Table 3.
Mamdani m %uzzifi jon and centroid method of defuzzification are used for real
time implemmon of t MPPT algorithm.

Neural network b PT controller is modeled with two layer feed-forward neural
network with ten si hidden neurons and designed with nntool of MATLAB™. The
network has been, thained with experimental set of input data using Levenberg-Marquardt
back-propag@ algorithm. A total of 7609 samples were collected from real time system
out of wl 327 samples (70%) were used to train the network while remaining samples
were uSethTor validation and testing purpose. The mean square error (MSE) and regression of
todel developed is given in Table 4. Mean squared error is the avarage squared
différence between outputs and targets while regression gives the correlation between outputs

and targets. A value of regression equal to 1 refers to a close relationship while 0 is for
random relationship.
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Figure 8. (a) Mo?e\ R baﬂMPPT system and (b) LQR-MPPT subsystem
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Table 4. MSE and regression values of training, validation and testing process

Samples | MSE Regression
Training | 5327 2.9249*10° | 1.9088*107
Validation | 1141 2.8218*10° | 1.9335*107

Testing 1141 2.8890*10° | 1.7976*107

178 Copyright © 2014 SERSC



International Journal of Hybrid Information Technology
Vol.7, No.1 (2014)

In the present work the ANFIS controller has been developed with two inputs (PV current
and voltage) and one output (duty-ratio). In this controller fuzzy rule base has been generated
based on Sugeno inference model. The data for training kept same as that of NN based MPPT
design. The anfisedit tool of MATLAB has been used to design the ANFIS controller with
two neurons in layer 1 and 14 neurons in the fuzzification layer.

4. Results and discussions

Response of various MPPT algorithms has been shown in Figure 9(a) to (h). Variation in
Pnax(actual) with respect to step change in input solar radiation intensity has been plotted
along with Ppa(theoretical). Theoretical value of Py has been determined based on the
radiation and temperature sensor outputs. Performance of P & O MPPT method exfzed
with different fixed perturbation sizes (4D=0.001 to 0.1). It can be seen fro ;esponses
that the steady state oscillations have been reduced and efflc ncy has r%ased with

0 gx

decrease in 4D and satisfactory response can be achieved
efficiency is limited to around 85 %. Real time si aQs e
times under different conditions and lower and hia ue ciency obtained by
using various MPPT techniques has been mentioned 1T the Tagk xcept efficiency other
parameter values mentioned in the Table 5 @naxim@lues obtained in real time
simulations. The initial offset shown ift ) % the difference between the
theoretical Pna calculated (of the order Watt mbient temperature and radiation
(with halogen lamps in off conditio w e ac er determined using PV voltage and
current sensors. It is noted % t of this_initial offset has been ignored while the
efficiency analysis for all MPP orlthms

Incremental conductanc@thod of @exhibit very little steady state oscillations and
steady state error is al If of that oF"P&O MPPT, but offers overshoot (3.35%) with
response to abrupt ¢ N in thei diation. The settling time in case of INC is large than
that of P & ’ . It can beyseen that the dynamic response has been improved as

—

compared to @

Fuzzy logic*based technique resulted in about 89 % of efficiency with lower
settling time and the y state error as compared to the INC technique of MPPT. Other
artificial intellig(@ased techniques offered higher efficiency as mentioned in Table 5.
Good balance, betiween overshoot, steady state error and settling time can be achieved with
well train al network based MPPT. Although the ANFIS MPPT method resulted in
higher ncy it offered much higher overshoot and settling time. All the MPPT
teghmi mentioned above uses voltage and current sensors for their working and
c@ion of power is essential for MPP tracking.

The proposed LQR based MPPT technique offered much better efficiency with less
overshoot and settling time. The effect of change in sampling time of data acquisition has also
been analyzed. It is seen that for larger sampling frequency the steady state error has been
greatly reduced. Although parameter tuning is essential in the case of proposed LQR based
MPPT technique no power calculation is required for MPP tracking.
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Figure 9. (a) Response of PO MPPT with AD=0.1, (b) Response of PO MPPT
with AD=0.01, (c) Response of PO MPPT with AD=0.001, (d) Response of INC-PI
MPPT, (e) Response of fuzzy MPPT (f) Response of NN MPPT, (g) Response of

ANFIS MPPT and (h) Response of LQR based MPPT with sampling time=

0.0001 sec.
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Table 5. Comparison of proposed and existing MPPT algorithms

Efficiency | Overshoot Settling Delay in |Max. Steady state| Sensors used
MPPT method (%) (%) time dynamic error
('sec) response (%)
(sec)
P&O 77.60 to No 0.48 0.06 15.14 Voltage,
(with 41D=0.1) 79.39 current
P&O 81.00 to No 0.41 0.039 12.77 Voltage,
(with 4D=0.01) 81.60 current
P&O 81.23to No 0.40 sec 0.04 12.03 Voltage,
(with 4D=0.001)| 84.37 current
INC PI 86.32 to 3.35 1.78 0.001 7.35 Voltage,
87.25 currgnt .
FUzZzY 85.63 to 4.32 0.472 0.039 3.63 V, agN’
88.88 . c%?k
NN 87.35t0 2.185 0.6439 0.038 3.88 ‘:9 ge,
90.10 \ . V4 rrent
ANFIS 87.15to 6.56 5.35 0 N~ 0 Voltage,
93.31 \, current
LOR Teampie= 90.87 to 1.389 0.53 - ZN Current,
0.0001 sec 94.78 \/ radiation,
\ temperature

5. Conclusions . ()Q ’\6

A new LQR based optimal MPP %‘u ap n%@&s been proposed to improve the
performance of the conventional ¢ edbacg% T method. Two MPPT (LQR based
and LQR tuned PI based) contrdll ave been designed using PV current, solar radiation
and panel temperature sensors: | time si ons of proposed and conventional MPPT
rmance comparison and validation. The

algorithms have been cagrjied out
experimental results sh t the p d approach can achieve better efficiency as
compared to P & O,¢@ental condluctance, fuzzy logic, neural network or ANFIS based

MPPT techniques N pidl g solar radiations. Although the proposed approach
needs three sen u%l does not*wgquire calculation of PV power as in the case of other
conventional s. Rut work includes experimental implementation of proposed
method for grig=eOnnecte PV system with multilevel inverter.
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