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Abstract 

In former work [18], we propose a scheme to more efficiently preselect similar patches for 

the nonlocal means filter, based on the Patch-oriented two-dimensional principal component 

analysis (2DPCA) technique. Although the method can yield good results, the computational 

complexity remains high. For this reason, in this paper we proposed an improvement of the 

work, which is fast and directly employs features extracted by the patch-oriented 2DPCA to 

compute the weights. The new approach has been tested on a commonly-used standard test 

image database. The results demonstrate that our method can significantly improve the 

denoising effect. 
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1. Introduction 

Denoising is still a widely studied and largely unsolved problem in image processing 

and computer vision. The aim of denoising is to estimate the original image from a 

degraded noisy image. In the past decades, many methods for image denoising have 

been suggested, and a recent relatively complete review of them, especially in the 

spatial domain, can be found in [1]. 

It is well-known that linear smoothing methods have two important drawbacks: They 

blur and dislocate image structures. Therefore, it is natural to address  the limitations of 

linear denoising methods by using advanced nonlinear filtering techniques which 

smooth the image while preserving important structures such as textures. Some of the 

sophisticated nonlinear spatial noise removal methods are based on functional 

minimization since they take the image geometry into account. Related partial 

differential equations (PDE) and variational methods, including recent anisotropic 

diffusion equations [2, 3] and total variation (TV) minimization [4, 5], have produced 

impressive results. Other nonlinear spatial denoising methods, such as the Yaroslavsky 

filter [6] and its iterative version [7] named bilateral filter, are neighborhood filters 

which incorporate a neighborhood of the pixel under consideration and perform some 

kind of averaging on the gray values. For studies on other filters, we refer to [8, 9, 19]. 

These nonlinear denoising methods are spatially local. Although they can preserve 

image structures in large scale, the small ones are always regarded as noise and  are 

smoothed out. Lately, a very elegant nonlocal denoising method called NL-means filter 

has been proposed by Buades et. al., [1] which is inspired by studying on texture 

synthesis [10]. In this method, the restored gray value of the pixel under considerat ion 
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is derived by the weighted average of the gray values of all pixels in the image. Each 

weight is proportional to the similarity between the patch around the pixel being 

processed and the patch corresponding to the other image pixels. Why the NL-means 

filter can produce astonishing results. Firstly, it is related to image redundancy, i.e. 

images contain repeated structures. Secondly, the NL-means filter employs patch-based 

technique to smooth image. Defined as local square neighborhoods of image pixels, 

patches provide one of the simplest ways to analyze and compare image structures. 

More recently, a similar image regularization method based on patches has also been 

proposed in [10] with excellent noise removal performance. Once again, this 

demonstrates the success of the patch-based denoising methods. 

Unfortunately, although the denoising results in [1] are outstanding, the 

computational complexity of this method is quite a burden. This is a consequence of the 

fact that weights to all other pixels have to be calculated at each pixel. Hence, the 

complexity is quadratic in the size of image. Several acceleration methods have been 

suggested. The most popular way is to limit the weight computation to a subimage 

surrounding the pixel under consideration [11]. This approximation is at a quality cost, 

which has been observed in the literature [12]. Speedups without quality cost have been 

achieved in [13-15]. The basic idea underlying these high performance methods is to 

preselect the patches in entire image according to the patches’ features. Only patches 

with similar features (we denote the collection of these patches as similar set) are used 

to compute the weights. An iterative version of the NL-means filter was proposed in 

[15]. This method used a cluster tree to preselect similar patches. In [12-14], it was 

suggested to preselect patches which have similar means and gradient directions or 

similar means and variances. It should be noted that the existing problems of these 

methods are threshold selections, which determine patches similar or dissimilar, and 

ultimately impact the noise removal effect. 

In our former work [18], we propose a scheme to more efficiently preselect similar 

patches, based on the two-dimensional principal component analysis (2DPCA) 

technique [16]. Two important questions are addressed: how to provide a patch-oriented 

2DPCA approach for preselection and how to adaptively determine the similar sets 

which contain very similar pixels. Although the method can yield good results, the 

computational complexity remains high. For this reason, we proposed a simple version 

of the 2DPCA NL-mean fliter [18], which directly employs features extracted by the 

patch-oriented 2DPCA to compute the weights.  

The remainder of this paper is as follows: we start out with a review of the NL-means 

filter and its derivatives. In the following section, we introduce our new improved fast 

2DPCA based NL-means filter in detail. Next, the new approach is tested on a standard 

test image database and real images. Finally, the conclusions close the paper. 

 

2. NL-means Filter Methods 

A Defined over a bounded domain 
2R , I  and 

0I  are respectively the restored 

and noisy images. The initially NL-means filter [1] can be defined as 

                                             0, j

j

i IjiwI 


                                                       (1) 
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where iI  is the value of restored image I at pixel i . 
0

jI
 is the value of noisy image 

0I  at pixel j . Resored values iI
 are derived by the weighted average of all gray values 

in the image. Weights 
 jiw ,   express the amount of similarity between the patches of 

each pair of pixels  i  and j  involved in the computation  

                                            iZhXIXIjiw
a

p

j

p

i 




 

2

,2

00exp,                   (2)           

where  iZ is a normalizing factor, i.e.     


j
jiwiZ , . h is the decay parameter of 

the weights. 
p

iX  represents the square patch of size    1212  pp  centered at i . 

2

,2 a
 is the Euclidean difference, weighted by a gaussian of zero mean and variance a . 

 The computational complexity of initially NL-means filter is  22NlO , where N is 

the number of pixels in the image, and 12  pl . For larger images this computation is 

a burden and is quite slow to be practically realizable.Therefore, one of the most 

popular acceleration ways is to restrict the search to patches in a subimage (or  

searching windows) thus turning the original filter into a semi-local one. Although the 

computational complexity of this filter is  22NLlO , where 
2L is the size of the square 

searching windows,  a price may be payed for the speedup. Since the semi-local means 

filter only selects similar patches in a subimage, it cannot make sure that enough similar 

patches could be included in the computation. Several promising speedups have also 

been proposed in [4-6,18]. These methods are all preselcetion based NL-means filters 

which preselect relevant pixels using extracted features, and yield similar set for the 

NL-means computation. In the fact, the extracted features can be directly used to NL-

means computation. Because of this, we presented an improved fast version of the 

former work [18]. 
 

3. The Fast 2DPCA based NL-means Filter 

From the view of feature extraction, image patches’ features such as means, 

variances and average gradient directions could not represent the image patches 

accurately. For instance, two patches with the same means and variances often contain 

different structures. In addition, noise can seriously affect gradient direction, thus 

feature like average gradient direction is not reliable. These problems enforce us to 

search new patch feature extraction method, which is efficient and robust. It is well -

known that PCA is a classical feature extraction and data representation technique. As 

opposed to 1DPCA, 2DPCA [16] is based on 2D data rather than 1D vector so the 

matrix does not need to be transformed into a vector prior to feature extraction. 

Based on the 2DPCA [16], we can obtain a feature matrix iY  for each patch 

p

iX .Then, the similar distance between the patch around current pixel i and the patch 

corresponding to the other image pixels j can be defined as 

                                          



d

k

k

j

k

i

p

j

p

iji yyXXdd
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where 
k

j

k

i yy   denotes the Euclidean distance between the two principal component 

vector 
k

iy  and 
k

jy . Lower value of  jid ,   shows higher similarity between the patches, 

and vice versa. 

Then, we can carry out the NL-means computation using similar distance: 

                                    



ii SjSj

ji jiwIjiwI ,, '0'                            (4) 

                                              iZhdjiw ji

'

,

' exp,                                           (5) 

Where     


j
jiwiZ ,''  .When h is very high, all the pixels j  will have the same 

weight with respect to the pixel i . The noisy image will be strongly moothed. When h 

is very low, since the exponential function will decay quickly, only few pixels will have 

a nonzero weight. The noisy image will be weakly smoothed. h  is a sensitive parameter. 

In [1], Buades et al. have pointed that the smoothing parameter h depends on the 

standard deviation of the noise  . Recently, Coupe et al [14] have pointed that 

h needed to take into account 
d

i (the size of the patch),  in order to making the filter 

indepentent of the patch size. Subsequently, they estimated the noise level   via 

pseudo-residuals defined in [17] and proposed a automatical tuning of h  for 3D image 

denoising. In this letter, we give the 2D version of the tuning technology. For each 

pixel i  of the 2D noisy image 
0I , firstly, let us define pseudo-residuals: 

                                        62 0

1,0

0

0,1

0

  iiii III                                 (5) 

Af t e r  t h i s ,  t h e  s t a n d a r d  d e v i a t i o n  o f  n o i s e  ̂  i s  c o mp u t e d  a s  f e l l o w  :                 

                                           N
i

i


 2ˆ                                                                (6) 

 Finally, we  get d

ih  2̂  , where constant   allows to adjust the automatic 

estimation of h . In[14], it have been suggested that the best value of   is 0.5 for low 

levels of noise and 1 for high levels of noise.  

 

4. Experimental Results 

In the experimental evaluation, we compare the performance of six NL-means 

implementations: initially NL-means filter [1], the semi-local filter [11], the 

preselection method by mean and gradient direction [12], the preselection-based method 

by mean and variance [14], 2DPCA based NL-means filter [18], and our method. All 

methods were implemented in MATLAB and were test on a commonly-used image 

database including Lena, Barbara, Boat, House, and Pepper. As a quantitative 

evaluation for quality we stick to the peak signal-to-noise ratio (PSNR). In all 

experiments, we used the same Gaussian weighted 77  patches. Image intensities were 

in a range between 0 and 255. All computers times are on a Pentium IV 1.8 GHz.  
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Table 1.  PSNRs of 5 NL-means Implementations for Standard Noisy Test 
Images with Standard Deviation 20 

Image 

PSNR 

Boat 

22.12 
Barbara 

22.12 

House 

22.07 

Lena 

22.14 
Pepper 

22.11 

NL-means filter 28.62 29.40 31.49 30.82 29.11 

semi-local filter 28.28 28.92 29.72 29.40 27.63 

Ref .12 28.06 30.43 32.87 31.04 30.07 

Ref.14 30.10 30.38 33.04 31.36 30.49 

  Ref.18 32.21 32.52 35.20 33.32 32.52 

 Our method 32.02 32.31 34.97 33.09 32.35 

 

 
                  (a)                                                      (b)                                                  (c) 

 
(d)                                                      (e)                                                 (f) 

Figure 1. Boat Image ( 20 ). (a) Original Image; (b) Noisy Image ; 

(c)Method in [12] ; (d) Method in [14]; (e)2DPCA NL-means Filter; (f) Our 
Method 

Table 1 quantitatively compares the 6 filters using the standard test images . For 

initially NL-means filter and its semi-local version, we used the parameters, like search 

window L and decay parameter h , given in [1] and [11]. We set the thresholds 

according to [12, 14] for the preselection-based filters [12, 14]. In facts, method in [12] 

used a larger search window to compute its filtering. While in our experiment, all the 

preseletion-based filters were restored to their true colors which had no search windows 

and implemented by the blockwise technique [10-12, 14] for speedup. From Table 1, we 
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can see the PSNRs of original NL-means filter are higher than its semi-local version. As 

pointed in the literature, fast semi-local filter comes at a cost.  

 

 
          (a)                                                 (b)                                                    (c) 

 
              (d)                                                  (e)                                                 (f) 

Figure 2. Barbara Image ( 20 ).(a) Original Image; (b) Noisy Image ; 

(c)Method in [12] ; (d) Method in [14] ; (e)2DPCA NL-means Filter; (f) Our 
Method 

 

We focus on the comparison of the perselecion-based methods and our method. We 

can find that, in most cases, the four preselection-based filters are superior to two other 

filters in PSNR. The only exception is the method in [12]. The PSNR of this method for 

Boat image is low, even lower than the semi-local filter. Figure 1 shows the details. We 

could see from the denoising result of method in [12] (see Figure 5(c)) that the filter 

produces over smoothed denoising result, especially the weak edges. This is in that the 

direction information is very sensitive to noise, and moderate noise can seriously affect 

the direction of gradient vector. Comparison between Figure 5 (d) and Figure 1 (e) and 

Figure 2 demonstrates the two2DPCA-based filters excel the method in [14] in 

preserving image structures.  

Figure 2 shows the filtering results of the three filters for Barbara in detail. In this 

experiment, the preseletion-based filter by mean and variance underperforms the 

method in [12]. Actually, the variance in [14] can reflect the degree of scatter of a 

signal, but cannot describe its direction. When two structures, which have the same 

variance but different direction, are included in an image, method in [14] would  like to 

view them as one structure. Again, we observe that the 2DPCA based filters preserve 

the texture structures very well while efficiently removing the noise.  
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From Table 1, we can see that the PSNR values of Ref [18] and our method are close 

to each other. In terms of the computation times, for the test noisy images of size 

256256 , i.e. House and Pepper, the average computation times of Ref. [12],  Ref.[14]  

and our method are 164.5 s, 126.8 s and 226.6 s. For the noisy images of size 512512 , 

i.e. Barbara, Boat and Lena, the average computation times of Ref. [12], Ref.[14], 

Ref.[18] and our method are 237.1 s, 188.4 s,429.8 s, 214.6 s. Combined with a 

table1 ,it can be seen that Our method is relatively fast and effective . 

 

5. Conclusion 

In this paper, a new efficient and fast method using the patch-oriented 2DPCA was 

presented to improve NL-means filters. Based on the patch-oriented 2DPCA’s abilities 

of feature extraction and filtering, our new method can efficiently select more similar 

features for the NL-means computation. The new approach has been tested on a 

commonly-used standard test image database. Experimental results show that our 

method can achieve better filtering results in a variety of images, such as weak gradient 

image, face image and texture image. 
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