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Abstract 

    This paper proposes a new classification method for Farsi handwritten word recognition 

using a scale invariant gradient based features. The extracted feature vectors classified using 

MLPs. Outputs of MLPs are then combined by Decision Templates. The experiments were 

achieved using the Iranshahr dataset. This dataset consist of 780 samples of 30 city names of 

Iran which 600 samples for train and 180 samples for test was used. A set of experiments 

were conducted to compare Decision Templates with some combination rules. Results show 

that template based fusion method is superior to the other schemes.  

 

Keywords: Farsi handwritten word recognition, Feature extraction, Classifier fusion, 

Decision Templates. 

 

1. Introduction 
     Handwritten recognition can be seen as a sub-task of more general Optical Character 

Recognition (OCR). Providing simple interface between man and machine is advantage of 

handwritten recognition systems. First, recognition of isolated handwritten digits and 

characters was investigated [1,2]. Later recognition of whole words [3,4] was addressed. 

There are many published works that deal with handwritten recognition of English [5-7], 

Japanese [8], Chinese [9] and Arabic scripts [10,11]. Farsi/Arabic handwritten recognition 

has slowly proceeded due to the special characteristics of these languages. Three important 

steps in handwritten recognition are pre-processing, feature extraction and classification. The 

aim of preprocessing is to improve the quality of the images for further processing and 

analysis task [12]. Handwritten recognition performance largely depends on the feature 

extraction approach. For extract features from word’s image various approaches are 

proposed. The most commonly used features are: zoning [13,14], Gradient [15], Projection 

histogram [16], Wavelet [17], crossing points and contours [18]. Some of these methods 

extract high dimension feature vectors.  The selection of high performing and scale invariant 

feature extraction method is an important but difficult task in developing Farsi handwritten 

word recognition (FHWR) systems. In this paper, a novel method for feature extraction 

presents. For extracting the features, images should be passed from the thinning stage that 

caused reduction of samples thickness into a single pixel [19]. Four of the 3×3 masks are 

applied to the thinned word images to extract horizontal, vertical, right and left-diagonal 

lines. Images store separately correspond to each line. Afterward, decomposed images should 

be partitioned to eight sectors around the center of image and the number of black pixels in 

each sector calculated and normalized by dividing them upon the total number of black pixels 
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in word images for feature vector. This method solves the problem of scale invariance, has a 

low feature dimension and high recognition rate. 

In recent years, many new classifiers have been proposed and tested on various OCR 

databases. Improving recognition performance in difficult classification problems [20,21] is 

objective of multiple classifiers combination. There are two main strategies in combining 

classifiers: classifier selection and classifier fusion [22]. Classifier selection attempts to 

choose the best classifier for a given task. This method assumes that a classifier is an expert 

on a subset of the feature space. In classifier fusion assume that all classifiers are trained over 

the whole feature space [23-25]. In this paper, a templates based classifier fusion method is 

proposed to work out the handwritten word recognition problem. First, for training samples 

the decision profile matrix is constructed. Decision templates are composed with averaging 

observed decision profiles for each class among training. The higher similarity between 

decision profiles of test samples and the decision template for each class is causing the higher 

support for that class [26]. The decision templates fusion uses all classifier outputs to 

calculate the final support for each class. This method is in sharp contrast to most other fusion 

methods which use only the support for that particular class to make their decision. The paper 

is organized as follows. Section 2 introduces new feature extraction method. Section 3 

describes proposed model for fusion in details. Simulations and results are discussed in 

section 4 and conclusions are presented in Section 5. 

 

2. Feature Extraction 

Feature extraction is a necessary and important step in achieving good performance of 

handwritten recognition. There are many different ways to extract and represent features from 

word images. In this section, some of commonly used methods are briefly described. In 

addition, a novel method is introduced that gives high recognition rate compared with other 

features. 

 

2.1. Zoning 

    In this method the word image is divided into number of zones. In each zone the average 

of black pixels is calculated and used as feature vector [27,28]. 
 

2.2. Projection histogram 

    The horizontal and vertical projection histograms of the image are obtained as follows 

(Trier et al., 1996): for each row and column between the first and last non- empty rows and 

columns of the image, the number of black pixels is counted and these values are placed in 

separated vectors. By concatenation of horizontal and vertical projection histogram the final 

feature vector is achieved [29]. 
 

2.3. Gradient feature 

    The Sobel operators are used to generate the gradient amplitude and phases. The gradient 

magnitude of each pixel is quantized into eight layers corresponding to one of the Freeman 

directions. The image is divided into 8 sub-images and for each sub-image the number of 

black pixels is computed as feature [30]. 
 

2.4. Wavelet transform 
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    Wavelet transform is a series expansion technique that allows us to represent the signal at 

different levels of resolution. The wavelet transformation uses the so-called wavelet basis 

functions (shortly wavelets) and the scaling functions, both forming the orthogonal or 

biorthogonal family of basis function. The wavelet function has good localization abilities in 

both time and frequency [31-33].   
 

2.5. Vertical and horizontal cross count 

    The vertical and horizontal cross counts are calculated by scanning each column and row 

of the binary image respectively. Each transition from 0 to 1 or from 1 to 0 increases a 

counter that has an initial value of zero [29].  
 

2.6. Proposed method 

    This paper proposes a new scale invariant gradient based method for Farsi Handwritten 

Word Recognition feature extraction. Here this method explained in details. It should be 

noted that for this method first, thinning must be applied on the word images. Thinning is the 

process of reducing thickness of samples to just a single pixel. By thinning method shape 

information of patterns is preserved and data size is reduced [34]. Thinning method removes 

pixels so that a pattern without holes shrinks to a minimally connected stroke, and a pattern 

with holes shrinks to a connected ring halfway between each hole and the outer boundary. In 

this research work, for better symbol representation morphology based thinning algorithm is 

used. Second, the word images decomposed into a number of separate images corresponding 

to four of the 3×3 masks. Indeed this masks used for scanning horizontal, vertical, right and 

left diagonal lines to produce their equivalent images. Fig.1 shows these masks. For example 

the first mask used for separating the horizontal lines from the word images. These lines can 

be extracted as explained below. Instead of input word image considered a zero matrix with 

the size of original image. This mask moved from left to right over the image and specified 

new values of elements of this matrix. The assigned value of this matrix depends on the value 

of pixels in original word image. That is, at position of (i,j), the value of (i,j), (i,j+1) and (i,j-

1) pixels from matrix are the same and equal to one if all of these three pixels from sightly 

image have been one and zero, otherwise. 

 

 
 

Figure 1. The masks that used for decomposing word images 
 into a number of separate images. 

 
    This procedure repeated for other three masks and each word image decomposed into four 

separate images corresponding to these masks. In the other word, with these masks 

horizontal, vertical, right and left diagonal lines in word images are separated. Finally, each 

of separated images is uniformly partitioned into 8 sectors around the image center. The 

number of black pixels is calculated in each sector. These values normalized by dividing 

them upon the total number of black pixels in word images and used for feature value of that 

sector. Hence for each of these separated images we have eight feature values leading to a 
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feature vector of 32 elements. With this method the problem of scale invariance is solved and 

extracted feature vectors have low dimension. Fig.2 presents the stages of this method. 
 

3. Classifier fusion 

    Classifier fusion is combination of the decision of different individual classifiers when 

classifying new patterns. Classifier fusion (CF) assumes that all individual classifiers are 

competitive, instead of complementary [35]. The reasons for combination of classifiers are 

the possibility to boost the classification accuracy, combining classifiers with different errors 

[36], or combining local experts. The classifiers should be independent or diverse in error 

distribution. An overview of methods for classifiers diversifying is presented in [37,38]. 

There are two main structures for multiple classifier fusion: static and dynamic. Static 

structures only look at the output of the classifiers and are quite simple. Maximum, 

minimum, median, average and product belong to static categories. Dynamic structures take 

into account information from the training phase about the behavior of the classifiers and are 

more elaborate [39]. Many fusion methods exist that aim to achieve this. One of them is 

decision templates that described in this paper. 

 

3.1. Decision templates 

    The method here described is based on a set of c matrices called decision templates (DTs). 

For each class, Decision Templates indicates the classifier outputs for patterns which are 

belong to that class. For constituting these matrices all classifier outputs are used. Train 

samples with specified class label feed to classifiers and by combining their outputs, decision 

profile matrices 

are constructed. Decision profile (DP) is a matrix consisting of one row for each classifier 

with the classifier output in the rows [39]. When DPs are generated, decision templates for 

each class construct with the averaging of the decision profiles of the elements of the training 

set which pertain to that class [40]. Mathematical description of this, is: 
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Where )(, ixzyd  is the degree of support given by the yth classifier for the sample ix of the 

class z. )( ixcInd  has a value of one if the class of ix  is c, and zero, otherwise [41]. 

 In the test phase the DTs of each class is compared to the decision profile of new sample 

with various measures of similarity and the class with most similarity is selected. For 

matching between decision profile of test samples and DTs, various fuzzy similarity 

measures can be used. One of the most practical similarity measures is normalized Euclidean 

distance but any distance criteria such as the Minkowski and the Mahalanobis can be used. 
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Figure 2. The stages of new feature extraction method for FHWR. 

 
4. Experimental results 

    The proposed feature extraction and DTs method that investigated in this research is tested 

on a dataset of city names of Iran(Iranshahr dataset). The Iranshahr dataset consist of 780 

samples of 30 city names of Iran. For each city name 26 samples is accessible which written 

by 26 different persons. In this paper 20 samples had been selected for train and 6 for test, so 

training set consist of 600 samples and test set be made up of 180 samples. All of samples are 

scanned at 96 dpi resolution in gray scale format which converted to the binary format with a 

constant threshold value. Some sample images are shown in Fig.3. 
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Figure 3. Samples of city names of Iran from training and test set. 
 

The extraction of scale invariant features is an essential problem in handwritten recognition. 

Major feature extraction methods that used for handwritten recognition have a high 

dimension that cause to increase the computational load. This paper proposed a scale 

invariant method based on gradient for feature extraction with low feature dimension. The 

proposed algorithm was tested by the 1-nearest neighbor (1-NN) and multi-layer perceptron 

(MLP). MLP is trained for each feature vector by using the parameters that redounded to best 

results. 
 

 
 

Figure 4. The classification accuracy of each classifier with  
different feature vectors. 

 

    As shown in Fig.4 the proposed method have better performance than the other approaches 

for two classifiers. MLP neural network is one of the most common families of neural 

networks for pattern classification tasks that belong to the class of supervised neural 

classifiers [42]. In this paper the MLP is used as the base classifier with one hidden layer that 

it is trained using the back–propagation algorithm minimizing the squared error criterion. The 

MLPs of all experts had 32 input nodes because of dimension of feature vector and 30 output 

nodes corresponding to 30 classes. The MLP has learning parameters, such as number of 

epochs, learning rate and number of neurons in hidden layer. The required number of epochs 

for reaching the highest recognition rate estimated by fourfold cross validation on the training 

set.  

To find the sufficient number of neurons in hidden layer of experts, we accomplished 

different experiments with different number of neurons for 20 times. Fig.5 represents 

recognition rate of the neural network versus increasing the number of neurons in hidden 

layer. As shown in Fig.5 with more than 40 neurons in hidden layer experts reveals the best 

performance. 
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Figure 5. Recognition rate versus increasing neurons in hidden layer. 

 

    For diversifying base classifiers, the weights of MLP neural networks are initially set to 

small random values. In addition, different topologies are assumed for base classifiers with 

selecting different numbers of neurons for hidden layer and various learning rates. Table I 

shows the best topologies for base classifiers to be diverse and have highest recognition rate. 

Notice that experiment has been repeated 10 times to getting the recognition rates. 

 

Table 1. The structure of base classifiers to have best results. 
 

 Neurons in  

hidden layer 

Eta Epochs Recognition 

 Rate 

Expert1 45 0.1 400 76.27% 

Expert2 45 0.15 400 74.05% 

Expert3 47 0.2 400 73.33% 

Expert4 50 0.1 400 73.83% 

Expert5 50 0.11 400 74.16% 

 

    To evaluate the performance of DTs as fusion classifier method in Farsi handwritten word 

recognition problem, it is compared with other fusion methods such as Maximum, Minimum, 

Median, Product and Average aggregation rules on gathered dataset. Experiments 

implemented with 3, 4 and 5 base classifier and results are represented in Table II. It can be 

seen from this Table that the best recognition rate of system for our database is 91.55. In DTs 

method the Euclidean distance is used to make decision about similarity between each of test 

sample and its corresponding class.  

 

Table 2. Classification results(in %) of some fusion methods with 3, 4 and 5 
base classifier. 

 Max Min Median Average Product DTs 

3expert 83.38 81.88 84.49 85.55 85.5 86 

4expert 85.94 81.38 88.27 87.82 87.5 88.22 

5expert 85.49 82.32 87.94 88.44 88.16 91.55 
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    The experimental results show with fusion methods the performance of individual 

networks is significantly improved. To present how the errors are distributed over classes, 

which shows the level of classifiers diversity, we form a confusion matrix using the testing 

data. A confusion matrix [43] used to summarize results of a supervised classification. 

Performance of such systems is commonly evaluated using the data in the matrix. Fig.6 

illustrates a graphic representation of the confusion matrices of each expert. Note that on each 

figure, symptoms on the main diagonal show correct classifications and others show 

misclassified samples. 
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                                      e)                                                                       f) 
 

Figure 6. a-e) Confusion matrix of each expert in fusion. f) Confusion matrix of 
combined model. It is shown that recognition rate for combining of output of 

experts is considerably improved. 

 

5. Conclusions 

    This paper presented a new feature extraction method for Farsi handwritten word 

recognition. The proposed method is based on gradient, solves the problem of scale 

invariance, and it has a low feature dimension. This new feature extraction method and 
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related features, such as Zoning, Histogram, Gradient, Cross-Count and Wavelet transform, 

were tested by the 1-nearest neighbor (1-NN) and multi-layer perceptron (MLP). Decision 

Templates (DTs) introduced for classifier fusion. In order to evaluate the performance of a 

number of commonly used fusion techniques and Decision Templates, experiments with 

three, four and five base classifier are performed. Results exhibit that the DTs fusion model 

shows superior performance to the other techniques. We conduct experiments on Iranshahr 

dataset and validate the proposed algorithm with 91.55% of classification accuracy. 
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