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Abstract 

When the constraint conditions and variables are very many in a global optimization 

application, it is a challenging task to generate initial population to be used in an 

evolutionary optimization algorithm to solve the constrained global optimization problem. 

In this paper, a method of rapidly generating an initial population is proposed. The key to 

this method is to use the genetic algorithm to generate a first initial interior point. First, 

by using the interior point method, the problem of the first initial interior point of 

generating the initial population is converted in to solving an unconstrained optimization 

problem, which is next solved by using the genetic algorithm to generate the first initial 

interior point. Secondly, the remaining individuals of the initial population are randomly 

generated.  In this process, the feasibility of each randomly generated member is first 

checked. If it is feasible, then the next member is checked. If this member is infeasible, 

then it is moved closer to the first interior point until it becomes feasible. When all the 

members of the population are feasible, the initial population is ready to be used with the 

intelligent optimization algorithm. The experimental results with three test functions show 

that the proposed method can quickly generate the initial population. 

 

Keywords: initial population, intelligent optimization algorithm, genetic algorithm, 

constrained optimization, interior point 

 

1. Introduction 

Optimization problems with many constraints are quite common in engineering and 

scientific applications. Some traditional optimization methods have limitations in solving 

constrained optimization problems, including (1) single-point operation mode greatly 

limiting the computational efficiency, (2) weak global search capability resulting in local 

optimum, (3) usually requiring object function and constraint function in the form of 

analytic functions and so on [1]. The biggest advantages of intelligent optimization 

algorithms are algorithmic simplicity, multi-point parallel computing capability, strong 

global search capability, and objective function and constraint conditions with possibly no 

derivatives [2,3]. In recent years, intelligent optimization algorithms have been rapidly 

expanding and successfully applied in the fields of system control, production scheduling, 

artificial intelligence, pattern recognition, path planning and so on [4,5]. Most commonly 

used intelligent optimization algorithms are genetic algorithm, particle swarm 

optimization, ant colony algorithm, simulated annealing, tabu search algorithm, particle 

swarm optimization, and predatory search algorithm [6,7]. 

A common feature of intelligent optimization algorithms is parallelism, that is to say 

simultaneously carrying out independent search from multiple points in the solution 

space. This is why an initial population is necessary. In the case of unconstrained 

optimization problems or relatively few constrained optimization problems, the 
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generation of initial population is easy, for example, randomly generating an initial 

population, some other methods exist to generate the initial population, thereby 

significantly improving the performance of intelligent optimization algorithms [8,9]. 

When there are many constraints, these methods do not work well. 

Reference [10] presents a method of generating the initial population suitable for 

constrained optimization problems, and achieves good results. However, the method 

requires derivatives.  

The proposed method aims at constrained optimization problems with many 

constraints, does not require derivatives, and is fast to compute. 

 

2. Mathematical Model of a Constrained Optimization Problem 

In most real world optimization problems, variables occur in a finite range, and such 

restrictions are embodied by constraints. Optimization problems with constraint 

conditions are called constrained optimization problems. The mathematical model of 

constrained optimization is as follows [11]: 

min ( )f X   

( ) 0, 1,2, ,
. .

( ) 0, 1,2, ,

j

i

g X j l
s t

h X i m

 


                                                    （1） 

Where 1 2( , , , )T

nX x x x
 is a n-dimensional Euclidean space point (vector). It will be 

referred to as individual. The objective function and constraint condition are real 

functions of X.  

If the i
th
 constraint condition is equality constraint in equation (1), then the i

th
 constraint 

condition can be replaced by the following two inequality constraints 

( ) 0

( ) 0

i

i

h X

h X



                                                                    （2） 

Therefore, formula (1) can also be expressed as 

min ( )f X  
. .  ( ) 0, 1,2, ,js t g X j L 

                                                （3） 

 

3. Method of Initial Population Generation 

Definition 1: An individual which satisfy all constraints in formula (3) is called 

feasible individual, otherwise it is called infeasible individual. 

Definition 2: All feasible individuals generated before the first iteration with the 

intelligent optimization algorithm are called the initial population. The number of 

individuals is called the population size of the initial population. 

Definition 3:  An individual of the population within the feasible region (not outside or 

on the boundary of the feasible region), is called interior point or strict interior point. 

 

3.1. Basic Genetic Algorithm 

The evolutionary strategy of basic genetic algorithm is as follows: first, the initial 

population is generated. Using the initial population as the parent generation, all 

individuals in the population are sorted in ascending order according to their objective 

function values; the fitness value of each individual is calculated according to its objective 

function value. This is followed by making selections, crossovers, retaining s elite 

individuals from n parent individuals and cross-generated n individuals. Cross-generated 

n individuals are mutated according to mutation probability pm, and the worst s 

individuals including npm mutated individuals and (1-pm)n nonmutated individuals are 
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replaced by s elite individuals. In this way, the offspring population is generated. If the 

computing requirements are met, then the iterations are stopped. If the computing 

requirements are not met, the above steps are repeated until the computing requirements 

are met. The evolutionary strategy of the basic genetic algorithm is shown in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The Evolution Strategy Blocks Diagram Of Basic Genetic 
Algorithm 

Figure 1 is based on the fact that preserving s elite individuals from all parents and 

offsprings by crossover operator and retaining elitist individuals in the new offspring 

population is better than using the elitist individuals of the parent population even if the 

elitist individuals in the parent population are destroyed in the process of crossovers.  

 

3.1.1. Selection: The individuals in the population are expressed as 
(0) (0) (0) (0)

1 2, , , , ,i nX X X X
，

(0) (0) (0) 0

1 2( , , ,i i i idX x x x （ ））
. In order to calculate the fitness 

values, the individuals are sorted in descending order according to objective function 

values. After sorting the individuals as 
(0) (0) (0) (0)

1 2, , , , ,i nX X X X
, and  letting  β∈(0,1), 

the fitness value of iX 0（ ）
 is computed as follows: 

1( ) (1 ) 1,2,...,i
ieval X i n    0     （ ）

                                     （4） 

start 

Generate initial population(population size is m) 

Constitute parent 

Sort all individuals according to objective function value  
 

Calculate the fitness value of each individual 
 

Selection 

Crossover 

Mutation 

Preserve s elitist individuals by 

crossover operator 
 

Select best m individuals to compose new offsprings 
 

Is the stop condition 

satisfied？ 

End 

Yes 

No 

s elitist individuals replaces s of the worst offspring individuals by mutation 

operator 
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Where, 
(0)( )ieval X

 is the fitness value of 
thi  member in population, and

)1,0(
 is a 

parameter usually chosen between 0.01 and 0.3 [12]. 

The fitness value of each individual is calculated according to equation (4), and then 

the roulette wheel method is used to pair members [1]. The roulette wheel method is as 

follows: 

The selection probability of the 
thi member is given by 

(0)

(0)

1

( )

( )

i
i n

i

i

eval X
P

eval X





                        (5) 

Letting  

0 0PP 
                                                                (6) 

1

,   1,2, ,
i

i i

j

PP P i n


 
                                                (7) 

The roulette wheel is rotated up to n times, and a random number 
(0,1)k 

 is 

generated at each rotation. When this random number satisfies 

1i k iPP PP  
                                                           (8) 

The 
thi member is selected to take part in crossover. 

 

3.1.2. Crossovers: Suppose the i
th
 and j

th
 individuals iX 0（ ）

 and 
(0)
jX

 are matched for 

crossover as discussed above. If their fitness values satisfy 
(0) (0)( ) ( )i jeval X eval X

                                              （9） 

Then, an offspring 
(1)

jX
 is generated by 

(1) (0) (0)(1 )j i jX X X   
                                          （10） 

Where 
(0)

(0) (0)

( )

( ) ( )

i

i j

eval X

eval X eval X
 


                                        （11） 

The second offspring 
)1(

iX
is generated by 

(1) (0) (0) (1)( )i i i jX X X X  
                                         （12） 

Where  is a mapping coefficients, and is a constant greater than 0. 

      The relative positions of the offsprings individuals are shown in Figure 2. 

 

 

Figure 2.  Relative positions of
(0)

iX
,

(0)

jX
and

)1(
iX

,
)1(

jX
 

       The 
(0)

iX
 and 

(0)

jX
 cross to generate the two offspring individuals 

)1(
iX

 and 
(1)

jX
. 

The above crossover methods are repeated until all offspring individuals are gained. 
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3.1.3. Mutations: Let 1 2( , , , , , )ii i ij ida a aa a
 and 1 2( , , , , , )ii i ij idb b bb b

 

be the upper and lower limits of 
1,2, ,iX i n（ ）

.  Cross-generated the i
th
 

individual
(1)
iX  is expressed as 

(1) (1) (1) (1)

1 2( , , , ), 1,2, ,i i i idX x x x i n 
                           （13） 

Cross-generated the i
th
 individual 

(1)
iX  is mutated according to the following 

formula 
(1) (1)

(1) (1) (1)

(1)

( ) 0.5

( ) 0.5

0.5 0.25( ) 0.5

ij ij ij ij ij

ij ij ij ij ij ij

ij ij ij ij

x r b x r

x x r x a r <

x b a r

   


  


  

           

          

    
  1,2, , ; 1,2, ,i n j d     （14） 

Where, ijr
 is an obeying uniform distribution random number of [0,1] interval 

corresponding to the j
th
 component of the i

th
 individual in population. 

 

3.2. Method of Generating the First Interior Point Based on Genetic Algorithm 

When using intelligent optimization algorithms to solve constrained optimization 

problem, the problem of generating initial population is divided into two steps. The first 

step is to use the genetic algorithm to obtain the first interior point of the initial 

population; the second step is to generate the remaining feasible individuals of the initial 

population by iterations. The proposed method divides the problem of initial population 

generation into two steps:  

The problem of generating the first interior point is converted into solving an 

unconstrained optimization problem according interior point method, and then the genetic 

algorithm is used to solve this unconstrained optimization problem, gains the first initial 

interior point. This is the key to subsequently generate the initial population. The 

generation method of the first interior point based on the genetic algorithm is as follows: 

(1) Let the size of initial population be m. Then, m individuals are randomly generated 

with the i
th
 individual being

( ) ( ( ) ( ) ( )
1 2( , , , , )k k k k k

i i i ij idX x x x x ）

. 

1 2( , , , , , )ii i ij ida a aa a
 and 1 2( , , , , , )ii i ij idb b bb b

 are the upper and lower 

limits of the i
th
 individual, Let : 0k  . 

(2) For each individual, the indicator vectors kS
 and kT

 are generated by     

 ( )( ) 0,    1k

k j iT j g X j l   
                                 （15） 

 ( )( ) 0,    1k

k j iS j g X j l   
                                 （16） 

Where kT  is the vector of indices satisfying the constraint condition in formula (3); kS  is 

the vector of indices which does not meet the constraint condition in formula (3). 

(3) Check whether kS  is the empty set, if so, stop the iterations. Else, 

(4) Construct the objective function 

( ) 1
( , ) ( )

( )
k k

k k

i t j i k k
j S j T j i

f X r g X r
g X 

   
                           （17） 

To solve the minimization problem 
( )min ( , )

k

k

i k
X R

f X r
                                             （18） 
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Where 
( ) ( ){ | ( ) 0, }k k

k i j i kR X g X j T  
 ，

1/kr k
. 

The constructed objective function represents an unconstrained optimization problem. 

Then using genetic algorithm solves the unconstrained optimization problem, gains the 

first initial interior point. 

(5) Use the roulette method to select individuals to participate in crossover. 

(6) Mutate crossovered individuals according to mutation probability mp
.  

(7) Let : 1k k  ,  go to step (2). 

 

3.3. Generation of Remaining Feasible Individuals in Initial Population 

After the first interior point 
(0)
1X  is generated, the second initial individual 

(0)
2X  is 

randomly generated according to  
(0)

2 2 2 2 2. ( )X a c b a   
                                        （19） 

Where ，  2 21 22 2 2, , , , ,
T

j da a a a a
，  2 21 22 2 2, , , , ,

T

j db b b b b
，

 2 21 22 2 2, , , , ,
T

j dc c c c c
; 2 jc

 is a random number chosen from the  uniform 

distribution in the [0,1] interval. The last term in Equation (19) represents pointwise 

multiplication. 
(0)
2X

 is tested  to find out whether it meets the constraint condition. If so, the next 

initial individual 
(0)
3X

is generated. If not, 
(0)
2X   is moved closer to 

(0)
1X  by 

(0) (0) (0) (0)
2 1 2 1( )X X X X                                      （20） 

Where, 0< <1 , usually let 0.5  .  

If 
(0)

2X
 is not sufficient to satisfy the constraint condition, the   value is halved and 

the process is repeated until the constraint condition is satisfied, and let 
(0) (0)
2 2X X

. The 

iterative procedure is shown in Figure 3.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The Iterative Procedure to Make 
(0)
2X  Feasible 

The above procedure is continued until the whole population is created. 

 

 
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4. Simulations 
 

4.1. Selected Test Functions 

In order to validate the effectiveness of the method of generating initial population, the 

following three functions with complex constraints and multiple variables are chosen: 

(1) Test function 1: 
2 2 4 2 6

1 1 2 3 4 5

2 4

6 7 6 7 5 7

min ( ) ( 10) 5( 12) 3( 11) 10

7 4 10 8

f X x x x x x

x x x x x x

       

    
 

2 4 2

1 2 3 4 5

2

1 2 3 4 5

2 2

1 2 6 7

2 2 2

1 2 1 2 3 6 7

127 2 3 4 5 0

282 7 3 10 0

. . 196 23 6 8 0

4 3 2 5 11 0

10 10, 1,2, ,7i

x x x x x

x x x x x

s t x x x x

x x x x x x x

x i

      


     


    

      
   
                                 （21） 

(2) Test function 2: 
2 2 2 2 2

2 1 2 1 2 1 2 3 4 5

2 2 2 2

6 7 8 9 10

max ( ) 14 16 ( 10) 4( 5) ( 3)

2( 1) 5 7( 11) 2( 10) ( 7) 45

f X x x x x x x x x x

x x x x x

          

           

1 2 7 8

2 2 2

1 2 3 4

1 2 7 8

2 2

1 2 1 2 5 6

1 2 9 10

2 2

1 2 3 4

2

1 2 9 10

2 2

1 2

105 4 5 3 9 0

3( 2 4( 3) 2 7 120

10 8 17 2 0

2( 2) 2 14 6 0

. . 8 2 5 2 12 0

5 8 ( 6) 2 40 0

3 6 12( 8) 7 0

0.5( 8) 2( 4) 3

x x x x

x x x x

x x x x

x x x x x x

s t x x x x

x x x x

x x x x

x x

    

       

    

      

    

      

    

    

）

2

5 6 30

10 10, 1,2, ,10i

x x

x i














  

                             （22） 

        (3) Test function 3: 

3 1 1 4 2 5 3 6 2 1 7 2 8 3 9 3 1 10 2 11 3 12max ( ) ( ) ( ) ( )f X x x x x x x x x x x x x x x x x x x x x x        
 

1 2 3

1 4 2 7 3 10

1 5 2 8 3 11

1 6 2 9 3 12

1

2

3

250 000

1 500 000

1 100 000

950 000
. .

260 000

260 000

260 000

0    1, 2, ,12j

x x x

x x x x x x

x x x x x x

x x x x x x
s t

x

x

x

x j

  


  

   


  



 



                                             （23） 

In simulations, the proposed method was investigated in comparison to the method of 

randomly generated initial population and the method of initial population generation 

discussed in [9]. The ranges of the variables in functions f1 and f2 are given in formulae 
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(17) and (18), and the ranges of the variables in function f3 are shown in Table 1. With the 

population size chosen as 100, the average running times of the methods are shown in 

Table 2. 

Table 1. Variable Value Range of Function f3 

Variables x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 

Lower limit 0 0 0 0 0 0 0 0 0 0 0 0 

Upper limit 260000 260000 260000 200 200 200 200 200 200 200 200 200 

Table 2.  The Average Running Time in Seconds Of Different Methods 

Method 
Randomly generated initial 

population method 

Initial population method in 

literature [9] 

Proposed 

method 

f1 4.0283 1.8239 0.0448 

f2 950.5148 24.3619 0.1336 

f3 2095.4687 45.8908 0.4376 

 

Table 2 shows that the proposed method reduces the average running time by 

98.8879% for f1, 99.9859% for f2, 99.9791% for f3 in comparison to randomly generated 

initial population, and reduces the average running time by 97.5437% for f1, 99.4516% for 

f2, 99.0464% for f3 in comparison to Initial population method in literature [9]. It can be 

seen that the proposed method is much faster to generate the initial population as 

compared to the other two methods. The difference in speed becomes more serious as the 

problem size and complexity increases. When the constraint conditions and variables are 

very many in a global optimization application, the proposed method 

 

5. Conclusions 

When using an intelligent optimization algorithm to solve a constrained optimization 

problem, if the constraint conditions and the number of variables are very many, the 

random method and the method of reference [9] take a long time, or may even be unable 

to generate the initial population. Although the method of reference [10] can quickly 

generate the initial population, constraint conditions are required to be derivable, thus 

having limitations. The proposed method in this paper is capable of quickly generating the 

initial population without having limitations. The proposed method divides the problem of 

initial population generation into two steps: The first step is to use the genetic algorithm 

to obtain the first interior point of the initial population; the second step is to generate the 

remaining feasible individuals of the initial population by iterations. 

The paper gives a generation method of the first initial interior point. Namely, the 

problem of generating the first initial interior point is converted into solving an 

unconstrained optimization problem. The genetic algorithm is used to solve this 

unconstrained optimization, resulting in the first initial interior point. The generation 

method of the first initial interior point is key to this method. 

The paper gives a generation method of the remaining individuals of the initial 

population. Namely, the remaining individuals are first randomly generated; then the 

feasibility of each individual is checked. If an individual is feasible, it is accepted. If not, 

it is gradually moved closer to the first initial interior point, until it becomes feasible. This 

procedure is repeated until the initial population is completed. This method can quickly 

generate the remaining individuals of the initial population. 

The experimental results with the three test functions chosen show that the proposed 

method is much faster to generate the initial population as compared to the method of  

randomly generating initial population and the method given in reference [9]. 
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