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Abstract 

Function of Degree of Disagreement (FDOD), a new measure of information 

discrepancy, was proposed originally to quantify the discrepancy of multiple sequences. 

On the one hand, this function has been successfully used in many other fields recently. 

On the other hand, the Kullback-Leibler divergence (KLD)measure has made great 

success in multimodality image registration. Comparing these two measures, we find that 

the FDOD has some peculiar mathematical properties superior to the KLD measure. 

Motivated by these facts, in this contribution, we introduce the FDOD function to solve 

the (3-D) multimodality medical image registration problem. Furthermore, we propose a 

normalized version of the FDOD function which will be more suitable to image 

registration. Finally, we carried out many experiments to validate our methods. Our 

results illustrate that the proposed registration methods based on the FDOD function and 

the normalized FDOD function are feasible and competitive, and compared with the 

methods based on mutual information and normalized mutual information, the proposed 

normalized FDOD function performs best in most cases, obtaining subvoxel registration 

accuracy with higher speed and higher success rate. 
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1. Introduction 

The geometric alignment or registration of medical images is a fundamental task in 

numerous applications in three-dimensional (3-D) medical image processing [1-3]. The 

key step of image registration is to find a spatial transformation such that a similarity 

function between two or more images taken at different times from different sensors 

achieves its maximum. Recently there has been active research into the use of voxel-

similarity-based (VSB) measures of multimodality medical image registration [4-10].  

The main advantage of VSB methods is that feature calculation is straightforward or even 

absent when only grey-values are used, such that the accuracy of these methods is not 

limited by segmentation errors as in surface based methods. Among these methods, the 

mutual information (MI) based method is one of the most accurate methods, which 

measures the statistical dependence between images by measuring the discrepancy 

between the joint probability distribution and the product of the marginal distributions 

associated to the case of complete independence by means of the Kullback-Leibler 

divergence (KLD) measure. Studholme et al improved the robustness of the mutual 

information by using a normalized mutual information [5]. However, considering the 

registration accuracy and registration efficiency, there is still a big gap to bring the 

registration techniques to clinical application. 
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To increase the registration accuracy and efficiency, we introduce the Function of 

Degree of Disagreement (FDOD), a new measure of information discrepancy, to 3- 

dimensional (3-D) medical image registration. This function is defined originally as a 

discrepancy measure among multiple sequences. The FDOD function has a close 

connection with the KLD measure, and in contrast to the KLD measure, it has some 

peculiar properties, such as symmetry, boundedness, monotonicity, effectiveness in 

singular case, convexity [11-13]. It has been successfully used in many fields, for 

example, measuring the discrepancy between DNA sequences, predicting protein 

structural classes [14, 15]. All of these facts motivate us to investigate whether this 

function can be successfully used in the field of medical image registration.  

In this paper, we apply this function to evaluate the similarity between two images. 

Like the method based on the KLD, the FDOD function based method evaluates the 

similarity between two images by measuring the discrepancy between the joint probability 

distribution and the product of the marginal distributions associated to the case of 

complete independence.  More importantly, we propose a normalized version of the 

FDOD function, NFDOD, and apply it to the registration problem too. The purpose to 

find the optimal registration can be achieved by maximizing the FDOD function or the 

NFDOD function respectively. In the next section, we first give a description of the 

FDOD function and define its normalized version, the NFDOD function, and then 

introduce the use of these two functions to solve the 3-D medical image registration 

problem. Numerical experiments are demonstrated in Section 3. Finally, in Section 4, we 

present some concluding remarks. 

 

2. Medical Image Registration Based on FDOD Function 
 

2.1. FDOD function and NFDOD function 

Compared with mutual information, the bounded FDOD function is a relatively new 

measure that was introduced in the study of information discrepancy among some 

multiple information sources [11-13]. In the case of measuring the discrepancy of a group 

of distributions, it is reduced to 
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function as follows: 
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It can also be measured by the KLD measure, i.e. 
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Obviously, the FDOD function is symmetric about the two distributions P and Q , 

while the KLD measure is not. So the FDOD function can be viewed as a symmetric 

version of the KLD measure. More comparisons of the FDOD function and the KLD 



International Journal of Hybrid Information Technology 

Vol. 10, No.11 (2017) 

 

 

Copyright ©  2017 SERSC  3 

measure can be found in Table 1. From Table 1 it is clear that the FDOD function has 

more good mathematical properties than the KLD measure. 

The FDOD function can also be rewritten in the following manner: 
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2
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in which H  represents the Shannon entropy.  

Furthermore, we define the normalized version of the FDOD function (denoted as 

NFDOD), its expression is as follows: 
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It is not difficult to deduce that the NFDOD function also has boundness, and its value 

varies from -1 to 0. 

Table 1. Simple Comparison between KLD Measure and FDOD Function 

Basic properties KLD measure FDOD function 

Data amout 2 2s   
Non-negativity Yes Yes 

Identity Yes Yes 

Symmetry No Yes 

Boundedness No Yes 

Absolute continuity No Yes 

Maximum   logs s
 

Monotonicity No Yes 

 

2.2. Registration Process 

In this subsection, we apply both the FDOD function and the normalized FDOD 

function to 3-D medical image registration. Considering the image intensity values, a  

and b , of a pair of corresponding voxels in the two images that are to be registered to be 

random variables A and B , respectively, estimations for the joint distribution 

( , )ABp a b can be approximated by either Parzen windowing or histogramming [6]. 

Histogramming is employed in this paper because the approach is computationally 

efficient. The joint distribution ( , )ABp a b denotes that a voxel in image A has intensity 

a while the corresponding voxel in image B has intensity b . Their marginal distributions 

( )Ap a  and ( )Bp b  can be respectively obtained as follows: 

( ) ( , )A AB

b

p a p a b                                                                                             (6) 

( ) ( , )B AB

a

p b p a b                                                                                                        (7) 

Variables A  and B are statistically independent if ( , ) ( ) ( )AB A Bp a b p a p b  , while they 

are maximally dependent if they are related by a one-to-one transformation 

T : ( ) ( ( )) ( , ( ))A B ABp a p T a p a T a  . Two images of the same subject would be 

geometrically aligned if the discrepancy between the joint distribution ( , )ABp a b  and the 

distribution associated to the case of complete independence ( ) ( )A Bp a p b  is maximal.  

In the present paper, we propose to measure this discrepancy using the FDOD function 

and the NFDOD function respectively. Their expressions are as follows: 
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Mutual information (MI) and normalized mutual information (NMI) measure the 

aforementioned discrepancy respectively in the following manners: 
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with H  representing the Shannon entropy. 

In the present paper we restrict the geometric transformation to rigid body 

transformation T  ( T  consists of 3 translations and 3 rotations). The rigid body 

assumption is well satisfied inside the skull in 3-D scans of the head. The tri-linear partial 

volume (PV) interpolation is used to update the joint histogram for non-grid alignment [6]. 

In all experiments, the joint histogram size is 64 64  because the image intensities have 

been linearly binned into 64 grey-levels. Similar to mutual information and normalized 

mutual information, the registration methods based on the FDOD function and NFDOD 

function state that the images are geometrically aligned by the transformation *T


 for 

which FDOD  or NFDOD  is maximal. 

The images are initially positioned such that their centers coincide. Powell's 

multidimensional direction set method is then used to maximize it. This method is a 

reasonable compromise between robustness and speed. Powell's method involves a series 

of one-dimensional minimizations for each dimensional; these minimizations are carried 

out by Brent's one-dimensional optimization. Having found an optimum in one direction, 

the minimization is continued in the next direction, starting from the current position. 

Once all six parameters (3 translations and 3 rotations) have been optimized, the loop is 

repeated until convergence is reached. In the present work, the fractional precision 

convergence parameters for the Brent and Powell optimization algorithm are set to 
310
 

and 
510
respectively [16, 17]. 

 

3. Registration Experiments 

To demonstrate the performance of the proposed FDOD function and NFDOD function 

and compare them with MI and NMI, a number of experiments have been performed. 

There are two parts in our experiments: in the first part, synthetic MR images obtained 

from the Brainweb Database (available online at http://www.bic.mni.mcgill.ca/brainweb) 

[18] are use to perform a preliminary task; in the second part, for further investigation and 

comparison, we use the clinical data provided by Vanderbilt University [19]. 

 

3.1. Registration Functions 

To visually evaluate the performance of our registration algorithms, we respectively 

plot the changes of the FDOD and NFDOD functions with respect to the rotation around 
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an in-plane axis, and the other two measures based on MI and NMI are also considered 

for comparison. In this section, synthetic MR images obtained from the Brainweb 

Database are used to evaluate our methods. It should be noted that the images have been 

correctly registered, so every curve should reach its global maximum at the position zero. 

 

        

Figure 1. Registration Functions for Simulated MR Images Matching.  In 
Each Case, x  Axis Represents the Rotation in Degrees and y  axis 

Represents the Registration Measure 

Observing Figure 1, it is clear that the four functions have similar curves, all the curves 

are smooth and reach the global maximum at the position zero. The FDOD function has a 

range of 0 2 , and the NFDOD function does not exceed the range 1 0 . On the other 

hand, the ranges of both mutual information and normalized mutual information are some 

larger. This means that given the same stopping criterion of Powell, the registration using 

the FDOD function and the NFDOD function may perform less iterations. We can draw 

the primary conclusion that the registration methods based on the FDOD function and 

NFDOD function respectively are feasible and competitive. 

 

3.2. Registration Results 

Further experiments are carried out on clinical data furnished by Vanderbilt University 

as the practice data set. This data set contains stereo tactically acquired MR, CT and PET 

images, which have been edited to remove stereo tactic markers. For an in depth 

description of this database, please see [19, 20]. The image and the voxel sizes for this 

data set are listed in Table 2. There is only one subject in the practice data set for each 

registration task and in each task, CT or PET image is taken as floating image while MR 

image is always the reference. The images are not preregistered other than having their 

centers aligned and their axes orientation corresponding. The CT image is 4-voxel 
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subsampled in x  and y  directions and 2-voxel subsampled in z  direction to accelerate 

the registration process for all the registration tasks in this work. We compare our results 

with the stereo tactic registration solutions provided by Vanderbilt University. The 

difference between the reference and each of the registration solutions computed is 

evaluated at eight points near the brain surface. The registration error of our results is 

computed as follows: 
8

, 2

1

1
|| ||

8
i reference i

i

error q q


                                                                            (12) 

where 
,i referenceq  represents the

thi  point's coordinate provided by Vanderbilt University, 

and
iq is the coordinate we computed.  We define the diagonal distance in a voxel to 

indicate the size of a voxel. For CT to MR registration, the size of a voxel is the diagonal 

distance in a nonrectified MR image's voxel, shown at below: 

2 2 21.25 1.25 4.00 4.373( )mm                                                                          (13) 

and for PET to MR, the size of a voxel is the diagonal distance in a voxel belonging to 

PET image, depicted as follows: 

2 2 22.590723 2.590723 8.00 8.799( )mm                                                        (14) 

If the error of a registration method is smaller than the size of a voxel, we can say this 

method succeed and reach the subvoxel accuracy. 

Table 2. Image Sizes (in voxel) and Voxel Sizes (in mm) of the Practice Data 

Set We Used 

Image Image sizes in voxel Voxel sizes in mm  

CT [512 512 29]   [0.65 0.65 4.00]   

PET [128 128 15]   [2.59 2.59 8.00]   

T1, T2, PD [256 256 26]   [1.25 1.25 4.00]   

T1rect [256 256 26]   [1.26 1.26 4.05]   

T2rect [256 256 26]   [1.27 1.27 4.07]   

PDrect [256 256 26]   [1.26 1.26 4.10]   

 

To examine how robustly different initial misalignments may be recovered using the 

measures, one set of 50 randomized transformations are used. These are derived by 

perturbing the 6 rigid reference parameters with random translations and rotations of sizes 

( 30mm , 30 ). These are then used as starting estimated for the Powell's optimization 

algorithm for each of the four measures. Four image pairs are considered in this 

experiment: CT and MR-T1, CT and MR-PD, PET and MR-T1, PET and MR-PD. Tables 

3, 4 summarize the registration results, the success rate, the efficiency (measured by the 

mean number of the registration function evaluations), and the mean registration error, 

in mm, for all successful registrations are given. Observing Tables 3 and 4, we find that 

the NFDOD registration method performs best in most cases, it has a tiny superiority in 

both success rate and efficiency, and the four registration criteria have comparable 

accuracy. 
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Table 3. Registration Results for CT and MR Image Pairs with Respect to 
Mean Error(in mm), Efficiency (the Mean Number of the Registration 

Function Evaluations) and Success Rate 

Image pairs Measure Error Efficiency Mismatch 

CT 

| 

| 

MR_T1 

MI 1.9931 722.4681 3 

FDOD 3.4432 775.9787 3 

NMI 1.8916 590.9333 5 

NFDOD 3.1070 549.0652 4 

CT 

| 

| 

MR_PD 

MI 2.5280 752.1258 2 

FDOD 2.8459 709.0625 1 

NMI 2.0351 2.0351 5 

NFDOD 2.3109 2.3109 2 

Table 4. Registration Results for PET and MR Image Pairs with Respect to 
Mean Error (in mm), Efficiency (the Mean Number of The Registration 

Function Evaluations) and Success Rate 

Image pairs Measure Error Efficiency Mismatch 

PET 

| 

| 

MR_T1 

MI 6.3564 902.3043 27 

FDOD 6.4873 1016.0000 24 

NMI 7.0107 637.0800 0 

NFDOD 7.1242 590.8000 0 

PET 

| 

| 

MR_PD 

MI 2.5280 944.4138 21 

FDOD 2.8459 948.7500 20 

NMI 2.0351 857.0600 0 

NFDOD 2.3109 742.4200 0 

In order to examine the performance of the proposed methods over a larger database of 

images, the four measures are used to recover alignment between all the image pairs in 

the whole practice data. The initial registration parameter is set to zero vector 

[0,0,0,0,0,0]which is a typical starting estimate for automated registration in clinical 

use. Tables 5 and 6 summarize the registration results for the four measures. The 

registration error, in mm , and the number of the registration function evaluations are 

given. Registration using mutual information and FDOD function perform worse which 

resulted in four misregistrations respectively. The normalized mutual information failed 

twice. Again, the normalized FDOD function provides the best overall behavior with only 

once failure and requires the lowest number of registration function evaluations through 

almost all the registration tasks. 

Overall, the performance of the normalized FDOD function seemed more robust and 

more efficient, although the number of experiments is too small to dare make bold 

statements about this. 

Table 5. Registration Error (in mm)/ Number of Registration Function 

Evaluations for CT and MR Image Pairs 

Method CT-T1 CT-T2 CT-PD CT-

T1rect 

CT-

T2rect 

CT-PDrect 

MI 1.9148/496 3.7645/660 2.4748/685 2.2451/685 4.2507/672 4.4996/568 

FDOD 3.4445/577 3.7463/737 2.6463/599 2.9925/607 4.3176/755 4.8310/491 

NMI 1.9150/420 3.7659/568 1.5440/589 2.2137/512 4.2384/572 4.3684/489 

NFDOD 3.4797/427 3.7359/505 1.5604/424 2.0204/435 4.2964/564 4.3242/420 

Notes: values in bold denote those misregistrations. 
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Table 6. Registration Error (in mm)/ Number of Registration Function 

Evaluations for PET and MR Image Pairs 

Method PET-T1 PET-T2 PET-PD PET-

T1rect 

PET-

T2rect 

PET-

PDrect 

MI 8.2334/740 9.6255/674 7.8427/823 9.2648/101

7 

8.7327/677 9.7716/832 

FDOD 5.4880/771 9.4890/652 7.8346/906 9.1676/772 9.0929/493 7.4520/757 

NMI 7.7018/440 9.8653/592 7.8991/666 7.1251/420 9.0625/410 6.1629/744 

NFDOD 6.4547/427 9.6418/513 7.8888/574 7.5736/412 8.2162/420 6.2740/417 

Notes: values in bold denote those misregistrations. 

 

4. Conclusions 

The FDOD function is a new measure of information discrepancy， and in contrast to 

the KLD measure it has more appealing mathematical characteristics, and has been 

successfully used in many fields. Motivated by these facts, we investigate the 

performance of this function used in medical image registration. More importantly, we 

define the normalized form of the FDOD function and apply it to registration problem too. 

Our experiments on multi-modality brain images show that both the proposed methods 

based on the FDOD function and NFDOD function are feasible. Comparing the behavior 

among mutual information, FDOD function, normalized mutual information and 

normalized FDOD function, the normalized FDOD function computationally more 

efficient without sacrificing registration accuracy. However, many good characteristics of 

the FDOD function have not emerged when used in the medical image registration 

problem. Our future work is to explore further to make the most of these good 

characteristics, for example, to register multiple images simultaneously. 
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