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Abstract 

In sensor systems, sensor data processing locations are classifiable roughly as sensor 

nodes, a local server near sensor nodes, and an external server such as a cloud server. 

These processing locations have their respective benefits and shortcomings. It is possible 

to process sensor data without applying a large load to a specific node by selecting the 

data processing location and processing contents depending on the environment. This 

study was undertaken to realize a sensor system that can adapt to the environment. We 

propose a method to select the data processing location and processing content 

autonomously according to service characteristics, acquired data types, necessary data 

processing contents, and the environment. The system used with this method provides 

service using agent organization. When an environmental change occurs, the system 

performs agent re-organization to adapt to the environment. We implement a prototype 

system to evaluate this method and perform some initial experiments using this prototype 

system. 

 

Keywords: Sensor system, Sensor network, Multi-agent system 

 

1. Introduction 

Recently, many proposed services use large amounts of data from a human or object in 

real space using sensor nodes. For instance, a service acquires a wearer's biological data 

from a wearable device and provides health advice. Sensor systems are also provided for 

measuring the home, the community, and the corporate environment. These services will 

continue to increase in the future, necessitating the continued increase of sensor data 

acquired from terminals. 

The transmission of large amounts of data to a particular server adds a large load to the 

communication path and storage. Therefore, if necessary, the system must process the 

data in the neighborhood of the sensor node before sending data to the network. 

Given such circumstances, Edge-Heavy Data [1] and Fog Computing [2] were 

proposed. Edge-Heavy Data describes many data that are managed in the sensor and in its 

vicinity (the network edge). Fog Computing is aimed at reducing communication costs by 

placing a processing server near the network termination. 

Service characteristics, resources of the device, and data processing methods required 

for the service are regarded as selection criteria of the data processing location. For 

example, data processing in a server located near the sensor nodes is effective when a 

service requires high response speed. For a system that acquires data from a wide range 

and integrates them, data processing on a server on the internet is effective. 

In addition, handling data during collaboration among different systems is expected to 

occur as the sensor system is extended. For this reason, if the data processing location is 

fixed, then the system cannot be sufficiently adapted. 
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In this paper, we propose a sensor system that selects the data processing contents and 

processing location autonomously to improve adaptability of the system to the 

environment. These are determined by the services, the data characteristics, the terminal 

and network environment, etc. This system can continue services by adapting to a 

changing device and network environment, and avoid load concentration of a particular 

node or network. In this study, the function of the system is realized by cooperation 

among mobile agents. They are disposed in the sensor node and sensor system server. 

First, we describe related works in Section 2. Next, we describe organizational and 

behavioral design of the proposed method in Section 3. In Section 4, we show the result 

of experiment by prototype system and its evaluation. Finally, we conclude in Section 5. 

 

2. Related Works 
 

2.1. Target Environment 

This study specifically examines a system comprising various sensor nodes and servers 

connected through a network. They operate cooperatively. The system provides various 

services to users. The target environment of this study is presented in Figure 1. 

 

 

Figure 1. Intended Environment of this Study 

Numerous sensor nodes that are established in the environment acquire various data. If 

necessary, the sensor node processes the acquired data. A sensor node sends the acquired 

data and the processing result to the server existing in its vicinity. This server is called a 

local server in this study. Not only sensor data dedicated server but also PCs and 

smartphones are treated as a local server. The smartphone device acts as a local server and 

a sensor node. We designate the network between the sensor nodes and the local server as 

an inside network. Wired and wireless LAN, Bluetooth and Zigbee, etc. are used in an 

inside network. A local server sends the received data to a server on the internet, such as a 

cloud server. 

 

2.2. Functional Requirements 

This section summarizes the functional requirements of the sensor system that is 

capable of operating adapted to the environment. The system must be designed 

considering the following three properties: 
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 (R1) Selection of the sensor data processing content and location response to the 

service characteristics: The amounts and kinds of data processing necessary for services 

differ. For example, the system response speed required for the service and a data 

collecting range affects selection of the sensor data processing location. If a system 

requires high response speed, as a person-monitoring system might, then processing data 

in the neighborhood of the sensor is suitable. If a system requires acquisition of widely 

various data, as a temperature measurement system might, then processing data on an 

external server is suitable. 

 (R2) Selection of the sensor data processing content and location response to 

environmental change: The system must determine the sensor data processing contents 

and location considering the resources of each sensor node and the network. Additionally, 

it is necessary to respond to environmental changes while providing service. For example, 

when the data processing terminal’s CPU load increases, a system that changes the data 

processing location is suitable. 

 (R3) Expandability with addition of a service and a terminal: Services provided by the 

sensor system are expected to increase in the future. The terminal type used in the service 

will also increase. These services and terminals have different characteristics. Therefore, 

the system must enable flexible extension. 

From these functional requirements, we place the mobile agent to the sensor nodes and 

the server in this study. Mobile agents provide services in a coordinated manner. Software 

agent’s characteristic such as autonomy, social ability and reactivity is effective to satisfy 

the functional requirements. (R1) is realized by agent organization. Agents have 

characteristics of a service, characteristics of a data processing method, and device 

information. The system configures agent organization based on this characteristic and 

provides service. This agent organization realizes appropriate the sensor data processing 

content and location. (R2) is realized by agent re-organization. When agents observe an 

environmental change during providing a service, agent re-organization is performed. As 

a result, the system can be a new agent organization that responds to the new environment. 

(R3) is realized by adding a new agent. 

 

2.3. Related Works 

 

2.3.1. Classification of sensor systems based on the data processing location: This 

section presents comparison of a system for providing services using data acquired from 

sensor nodes based on the sensor data processing location. The following three locations 

might be used to process the sensor data: sensor nodes, an external server on the internet, 

and the neighborhood of the sensor nodes. 

For processing data in a sensor node, one can reduce the data size before sending it to 

the network, thereby reducing the load to the inside network and the internet. This case 

offers excellent responsiveness. However, complicated data processing in a low-

performance sensor node and service provision using the acquired data by plural nodes 

are difficult. Oracle proposed Oracle Event Processing for Oracle Java Embedded [3], 

which is a platform used to process the events and data in a sensor node. 

For processing data in an external server, the system can process data using a high-

performance server and provide a service using data from widely various sensor nodes. 

However, such a system adds a heavy network load and has low response speed. Many 

services that process data in an external server have been proposed. 

Edge-Heavy Data [1] and Fog Computing [2] were proposed to realize both data 

processing of certain scale and network load reduction. These both offer the benefits of 

the previous two methods. Fog computing is designed to reduce the load on the network 

and an external server by processing small amounts of data, limited data, and real-time 

processing data. 



International Journal of Energy, Information and Communications 

Vol.8, Issue 1 (2017) 

 

 

18  Copyright ⓒ 2017 SERSC 

Three approaches present benefits and shortcomings. Suitable data processing location 

differs depending on the service, devices, and the network environment. In addition, 

suitable data processing locations are changed by an environmental change during 

providing the service. Therefore, we propose a method to change the data processing 

location in response to an environmental change. This method is realized by the multi-

agent system. Agents are placed in the server and sensor nodes of the sensor system. 

 

2.3.2. Sensor Systems using a Multi-Agent Technology: Research that applies multi-

agent technology to the sensor system to improve the adaptability and data analysis 

accuracy on the environment is performed. In addition, agent platforms for the sensor 

system are proposed. 

Yoshida proposed PIAX to operate and search distributed sensor nodes in a wide area 

[4]. PIAX is the agent-based P2P platform. The agents operate actively in the PIAX 

platform. The system can search for an agent based on the geographical location of the 

user and characteristics of the information in the PIAX platform. 

An agent-based Ambient Assisted Living (AAL) system was proposed [5]. The system 

uses the agent technology to get a function in response to an environmental change. 

Consequently, the system behaves as a self-managing system. The authors presented 

architectures and tasks for different devices that compose the system, and presented 

validation results of the system implementation. However, this system is only useful for 

an AAL system. Therefore, it is difficult to apply the proposed system to diverse services. 

Some studies have examined the use of multi-agent technology in the field of Internet 

of Things (IoT). One study [6] examines creation of a multi-agent system that suits the 

needs introduced by the IoT expansion, thereby being capable of overseeing Big Data 

collection and processing and also of maintaining the semantic links between the data 

sources and data consumers. One study [7] has specifically examined the optimization of 

service selection as the key operation in dynamic service composition using multi-agent 

architecture that achieves online generation and rescheduling of the optimal services 

execution workflow using a heuristic planning technique. Another study [8] examined a 

multi-agent web for the IoT and corresponding data management architecture. The 

proposed architecture provides autonomic characteristics for IoT, making the IoT 

manageable. However, these studies did not perform an evaluation in an actual 

environment. 

An Agent Space [9] system consists of Personal Assistant Agents, Service Agents and 

Resource Connect Agents that control devices/data/programs by requests from Personal 

Agents and Service Agents. That system used multi-agents to find resources such as 

information, services, and devices. 

An agent framework for IoT was proposed [10]. For it, a Concept Reply context 

awareness solution based on a hybrid framework was proposed. It integrates a semantic 

reasoning module and multiple processing agents for specialized / optimized processing 

tasks. This approach was evaluated by examination of two case studies. 

A multi-agent system [11] was proposed to simulate the IoT environment populated 

with numerous web-service enabled devices. For the present study, the authors used a 

multi-agent system to realize functional requirements of a simulator, such as dynamic 

discovery of devices and services. A multi-agent system offers many benefits for an IoT 

environment. 

Agent systems have been used in the discovery of services and devices as described 

above. We specifically examine sensor data processing contents and location response to 

environment in this study. Our proposed system responds to the environment through 

agent organization and re-organization based on observations of the environment. Results 

show that the system adaptability to the environment is improved. 
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3. Proposed method 
 

3.1. Overview 

Herein, we describe a sensor system that selects the data processing contents and 

processing location based autonomously on service characteristics, retrieved data, 

terminal, and the network environment. This system is constructed as a multi-agent 

system. Each of the agents responsible for data processing and service delivery operates 

cooperatively to respond to the environmental change. For example, the system changes 

the data processing location during provision of a service in case the load of the data 

processing node is increased. Then the load is added to the network. The remaining power 

of a node is lowered. 

 

3.2. Agent organization design 

The proposed method uses agents of the following three types. 

Manager agent: Only one Manager agent exists in each server and sensor node. This 

agent holds the terminal resource information, which consists of the type of data which 

can be acquired in the terminal and the amount of available resources in the terminal. This 

agent also holds the information of other agents that are active in the terminal. 

Communication among agents is performed through Manager agents in the agent 

organization phase and the re-organization phase described in section 3.3. Given some 

information about the terminal characteristics, then the manager agent holds it too. 

Additionally, the Manager agent monitors its own terminal’s resources such as the CPU 

load and the power consumption. 

Service provider agent (SP agent): This agent provides a service to the user. A different 

SP agent is present for each service. This agent exists in an external server. The SP agent 

holds the type of data and the information necessary for providing its own service, and the 

resources necessary for data processing as the agent knowledge. For example, information 

related to the target motion and position is necessary to provide a watching service. This 

information is calculated from acceleration data and other resources. In turn, this 

calculation requires a certain amount of resources. The SP agent for a watching service 

holds this knowledge as the agent knowledge. The SP agent receives the necessary 

information from the DP agent, which is described below, and provides a service to the 

user. Additionally, this agent has the role of determining the data processing location in 

the sensor system. For this reason, this agent also holds service characteristics that should 

be considered, such as reactivity. 

Data processing agent (DP agent): This agent processes data and extracts information. 

This agent exists as an external server when the system does not provide service. The DP 

agent exists in each type and processing method of data. For example, a DP agent 

estimates the subject behaviors from three-axis acceleration data using support vector 

machine. One DP agent might simply forward the received data. The proposed system 

moves the DP agent necessary for providing the service to the data processing terminal 

from the external server. 

Table 1 presents the knowledge and information held by each agent of the proposed 

method. 
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Table 1. Knowledge and Information Held by each Agent 

Manager agent SP agent DP agent 

 Addresses of other 

Manager agents 

 Addresses of other 

agents in the same 

terminal 

 Resource information 

of own terminal 

 Resource status of own 

terminal 

 Threshold of 

environmental change 

 Type of data and 

information necessary 

for providing services 
 Resources required for 

data processing 
 Address of the 

Manager agent in own 

terminal 

 Data processing 

method 
 Address of the SP 

agent (during 

providing service) 
 Address of the 

Manager agent in 

own terminal 

 

Figure 2 presents the agent organizational design of the proposed method. When the 

system does not provide service, one Manager agent exists in each terminal; SP agents 

and DP agents exist in the external server. When the system starts providing the service, 

the agent organization described in Section 3.3 is performed. Results show that SP agent 

and DP agents that are necessary for providing the service are selected. If necessary, the 

DP agent is copied to another terminal. For instance, when service A is required and data 

processing method X is necessary for providing service A, the system determines that 

data processing is performed in the local server. The gray shaded agents provide service A 

cooperatively. 

 

 

Figure 2. Agent Organization before Service Provision 

3.3. Agent Behavior Design 

Agent behavior design of the proposed method consists of the following three phases. 

 

3.3.1. Agent Organization Phase: In the agent organization phase, the following (i)–(iii) 

are executed. The processing flow of the proposed method is presented in Figure 3. 
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Figure 3. Flow of Agent Organization Phase 

(i) When an SP agent received service requirement from a user, it requests the 

provision of the information to Manager agents in local servers through the Manager 

agent in the external server. For example, if information about the motion of the observed 

person is necessary, then SP agent requests information about the motion of the observed 

person or the acceleration data to derive this information. Contract net protocol (CNP) 

[12] is used for this communication. CNP is a task-sharing protocol in multi-agent 

systems. In this protocol, when a task is presented from the client agent, an agent that can 

perform its task bids the task. The client agent compares bids and determines the request 

destination agent. As a result, the client agent can assign the task to the most suitable 

agent. The Manager agent in a local server forwards the received request to the Manager 

agent in the sensor node. 

(ii) If the Manager agent in the sensor node determines that its own terminal can 

acquire necessary information and data, then this agent replies to the bid. At this time, 

specification information of the terminal is added to the reply. Similarly, if the Manager 

agent in the local server can provide necessary information and data based on the data 

received from sensor nodes, then this agent replies to the bid, along with specification 

information of its own terminal to the Manager agent in the external server. 

(iii) If the Manager agent in the external server receives a bid, then this agent sends all 

bids to the SP agent. The SP agent determines the organization of the local server and 

sensor nodes to provide the service using the evaluation method described in section 3.4. 

The SP agent informs success of the bid to the Manager agent in the local server through 

the Manager agent in the external server. If the SP agent chooses to instruct the local 

server or the sensor node to process data, then the SP agent presents that result to the DP 

agent. The DP agent copies itself. The copied DP agent moves to the local server or the 

sensor node. Figure 3 depicts a case in which the SP agent chooses to make the local 

server process data. Additionally, the SP agent informs threshold of environmental change 

that triggers the re-organization. For example, this threshold is a value of the residual 

capacity of the node's battery power. The Manager agent in the local server transfers the 

received successful bid notification to the Manager agent in the sensor node. 

By this procedure, the system starts providing the service using organized agents. 

3.3.2. Service provision phase: During the system’s service provision, the sensor node 

acquires the data. The DP agent processes the received data. For example, when the 

system processes data in the local server as shown in Figure 2, the system processes 

acquired data as portrayed in Figure 4. 
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Figure 4. Agent Organization during Service Providing 

3.3.3. Service re-organization phase: When the sensor node or the network environment 

changes, the system responds to the environment changes by agent re-organization. The 

agent re-organization procedure is the following. 

(i) If the notification criteria that are notified in the agent organization configuration 

phase (iii) are satisfied, then the DP agent or the Manager agent in the local server or in 

the sensor node notifies the environmental change to the Manager agent in its own 

terminal. The Manager agent then informs the Manager agent in the external server. The 

Manager agent in the external server then informs the SP agent. 

(ii) The SP agent in the external server receives the notification. Then it performs agent 

organization similar to that in the agent organization phase. The system provides the 

service using this organization. 

 

3.4. Evaluation and selection method of the node 

This section presents description of the evaluation method for determining the local 

server or the sensor node that provides the service. This method is used in agent 

organization and the re-organization phase described in sections 3.3.1 and 3.3.3. 

Processing locations of the acquired sensor data are also determined using this method. 

In this method, the following elements are considered. 

(E1) The amount of resources necessary for the sensor data processing  

(E2) The residual power of the terminal  

(E3) The usable amount of resources in the terminal  

(E4) The network environment between the local server and the external server  

(E5) The network environment between the local server and the sensor nodes 

The SP agent knows (E1) of its own service, as described in Section 3.3.1. Additionally, 

the SP agent can get the local server's and the sensor node's (E2), (E3), and (E5) by 

bidding in the agent organization phase, as described in Section 3.3.1. The SP agent gets 

(E4) by communication in CNP. 

From these elements, the SP agent determines the local server and sensor nodes that 

comprise the service. The SP agent evaluates bids using the following equation if there 

are plural bids. In the following, 
iv  stands for the evaluation value, 

ir  denotes the value 

of (E1), and ie  signifies the value of (E2), (E3), and (E4). 

i

i
i

r

e
v 

                              (1) 

The SP agent calculates the minimum 
iv  of each bid. The bid with the largest value of 

minimum 
iv  becomes the successful bid. For example, in a case in which (E1) is “Data 
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storage capacity 1 Mbyte, Remaining power 50%”, local server A's (E2) and (E3) are 

“Data storage capacity 2 Mbyte, Remaining power 40%”, and local server B's (E2) and 

(E3) are “Data storage capacity 1 Mbyte, Remaining power 60%”, minimum 
iv  of local 

server A is 0.8, minimum 
iv  of local server B is 1.0. Consequently, the SP agent informs 

the local server B of the successful bid result. 

Next, the SP agent determines the data processing node using the following procedures. 

(i) The SP agent estimates the node at which the necessary data are aggregated. A node 

that is more distant than this node from the external server is excluded from candidates. 

(ii) The SP agent evaluates 
iv  of the candidate node using equation (1). The node 

which has the largest minimum 
iv  becomes the data processing node. 

 

4. Evaluation 
 

4.1. Experimental Environment 

We implemented a prototype system to evaluate the proposed method. The prototype 

system configuration is shown in Figure 5. We used a self-made device and a smartphone 

as a sensor node. The self-made device includes a sensor module mounted with an 

acceleration sensor (KXR94-2050; Kionix Inc.) and a communication module (Zigbee 

XBee; Digi International K.K.). The smartphone can become a local server. The local 

server and the external server are common PCs. The link between the self-made sensor 

node and the local server is connected with a single-hop ZigBee network. The link among 

the smartphone, the local server, and the external server is connected with a wired and 

wireless LAN. We implemented the prototype system using Android SDK 16 (Alphabet 

Inc.), which is used for the smartphone, and Java 1.7.0.  We used PIAX [4] as the agent 

framework. The agent in PIAX is the Java class. PIAX provides an agent search function, 

a communication function, and other functions. 

 

 

Figure 5. Configuration of the Experimental System 

We implemented one SP agent and two DP agents. The SP agent provides a watching 

service using motion estimation. One DP agent processes acceleration data and estimates 

motions. The other DP agent only forwards received data. In this prototype system, the 

DP does not have a moving function. The Manager agent and two DP agents are placed in 

the external server, the local server, and the smartphone. The Manager agent is assigned 
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the address of the other Manager agent and the amount of resources of own device in 

advance. 

In this prototype system, the system considers the CPU usage rate, storage capacity, 

and remaining power as a resource. The SP agent requires the necessary kinds of 

information and data written in strings, and the resource values of three kinds above to the 

local server in agent organization phase described in Section 3.3.1. If the Manager agent 

in the local server bids, then this agent sends providable information and data written in 

strings, with resources values of three kinds. 

 

4.2. Experiment 

This experiment examines the effectiveness of the proposed method related to 

functional requirements (R2) selection of the sensor data processing content and location 

response to environmental change and (R3) expandability to the addition of a service and 

a terminal described in Section 2.2. The system provides a watching service using motion 

estimation. 

 

4.2.1. Experiment 1: In this experiment, we verify operation of the proposed method 

when a sensor node moves through local servers. Moving a sensor node is the 

environmental change in (R2). In this case, the system must detect a change in the 

network configuration and perform agent re-organization. We use the external server and 

local servers in Figure 5 in this experiment. An observed person who wears a sensor node 

is within the range of communication with local server A at the start of the experiment. 

The observed person moves to the range of communication with local server B after the 

experiment starts. The sensor node acquires the acceleration data and sends it at regular 

intervals (100 ms). The motion is estimated every 3000 ms. 

The agent organization of the prototype system performs the following operation based 

on the behavior design described in Section 3.3.1. 

(i) The SP agent placed in the external server requires the observed person's motion or 

the acceleration data. A necessary amount of resources is informed simultaneously. In this 

experiment, both local servers can provide this resource. 

(ii) Only the Manager agent in the local server A bids because the local server B 

cannot provide the observed person's motions or acceleration data. 

(iii) To determine the data processing location, the SP agent compares itself and the 

local server A based on equation (1) described in Section 3.4. In this experiment, the SP 

agent selects the external server as the data processing location because the external 

server has more resources than the local server A. The SP agent requires the transmission 

of acceleration data to the Manager agent in the local server A based on this result. In the 

local server, the Manager agent places the DP agent that can only forward received data. 

(iv) If the DP agent in the local server A detects that the data are not sent from the 

sensor node, then it informs the SP agent. 

(v) The SP agent requires the observed person's motion or the acceleration data again 

in the agent re-organization phase. 

(vi) Only the Manager agent in local server B bids for the contract. Later, the SP agent 

and agents in the local server B perform in the same way as described for (iii). 

The experimentally obtained results are presented in Figure 6, which shows the 

acceleration data that are stored in local servers A and B. DP agent in the local server A 

became unable to receive the data because the observed person moved after about 60 s 

from the start of the experiment. Next, the DP agent in local server B began to receive 
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data by agent re-organization. Therefore, the system was able to continue to provide 

service through autonomous response to environmental change. 

 

  

(a) Local Server A                                           (b) Local Server B 

Figure 6. Acceleration Data Received by the Local Servers 

4.2.2. Experiment 2: This experiment verifies operation of the proposed method when a 

CPU load on the local server that processes data is increased by processing of other 

services. Increasing the CPU load is the environmental change in (R2). We reproduce the 

load by loading the CPU utilization obtained at the time of video viewing. Additionally, 

we limit the resources of the external server. Therefore, the system has the local server 

process the data. We use the external server and the local server B in Figure 5 in this 

experiment. The sensor node acquires acceleration data and sends it at regular intervals 

(100 ms). The motion is estimated every 3000 ms. 

The prototype system performs the following operation. 

(i) The system performs the same operation as (i)–(iii) in Section 4.2.1. The data 

processing is allocated to local server B. 

(ii) The Manager agent in local server B detects the CPU load increase and informs the 

SP agent. 

(iii) The SP agent requires the observed person's motion or the acceleration data again 

in the agent re-organization phase. 

(iv) The Manager agent in the local server B bids for the contract. However, the value 

of the equation (1) changes because the CPU load is increased. Consequently, the data 

processing is allocated to the external server. 

In this experiment, the system detected the local server B's CPU load increase and 

performed agent re-organization. For that reason, the data processing location was moved 

from the local server B to the external server. Therefore, the system enabled reduction of 

the load of the terminal autonomously in response to the environmental change. 

 

4.2.3. Experiment 3: In this experiment, we verify operation of the proposed method 

when the residual power of the smartphone that plays a sensor node and the local server 

role declines. The residual power is the environmental change in (R2). Additionally, we 

verify (R3) through response to the smartphone characteristics. We use the external server 

and the smartphone in Figure 5 in this experiment. The smartphone acquires the 

acceleration data and sends it at regular intervals (100 ms). The motion is estimated every 

3000 ms. The environmental change threshold that is notified in the agent organization 

phase is set as 75% power remaining. Results of a preliminary experiment showed that 

the smartphone used in this experiment reduces the data transmission by processing data 

in its own terminal. The power consumption is lower than when the smartphone does not 

process data. For this reason, the element of equation (1) related to the remaining power 

energy is calculated as a reciprocal. 
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The prototype system performs the following operation. 

(i) The system performs the same operation as (i)–(iii) in Section 4.2.1. Data 

processing is allocated to the external server. 

(ii) The Manager agent in the smartphone detects the remaining power decrease and 

informs the SP agent. 

(iii) The SP agent requires the observed person's motion or the acceleration data again 

in the agent re-organization phase. 

(iv) The smartphone bids for the contract. The value of the equation (1) changes 

because the remaining power is decreased. For that reason, the data processing is 

allocated to the smartphone. 

In case the system moved the data processing location, the time until the remaining 

power decreased from 80% to 70% was 28 min 2 s on an average of five times. This is the 

effect of agent re-organization. Otherwise, in case the system did not move the data 

processing location, this time was 26 min 26 s. Therefore, the system enabled power 

consumption reduction autonomously in response to environmental change. 

 

4.3. Discussion 

The experimentally obtained result explained in Section 4.2 showed that the system 

detected environmental change such as configuration of the sensor node, the available 

resources in the terminal, and the remaining power. Then it performed agent re-

organization. Results show that the system realized service continuation, reducing the 

load and reducing power consumption by changing the data processing location. 

Therefore, (R2) selection of the sensor data processing content and location response to 

environmental change was realized. However, the agent organization and re-organization 

add load to the terminals and the network. These processes might reduce the 

responsiveness, such as at the start of the service. It is necessary to evaluate the influences 

of these processes. 

Similarly, (R1) selection of the sensor data processing content and location response to 

the characteristics of the service will be realized by the agent organization. However, we 

implemented one SP agent and two DP agents in the prototype system. The proposed 

method assumes an environment in which various service and data processing techniques 

coexist. Therefore, additional experiments must be conducted using several SP agents and 

a DP agent. 

(R3) Expandability to the addition of a service and a terminal response to the 

characteristics of the service were realized using agent technology. In experiment 3, 

equation (1) was determined based on characteristics of the terminal. This function was 

realized by the Manager agent, which holds its own terminal’s characteristics. We expect 

to improve expandability to the addition of a service and a terminal through addition of 

new agents to the external server. 

Additionally, it is necessary to evaluate the proposed method in an environment in 

which large amounts of data are generated. For example, if an image sensor node sends 

unprocessed data, then it adds heavy data to the network and receiver nodes. The 

proposed method that enables distribution of the load will be effective in this environment. 

We will implement a simulator for evaluation in environments where large amounts of 

data are generated. 

 

5. Conclusion 

As described herein, we proposed a method for selecting data processing contents and 

locations based on the service, the acquirable data, the required data processing, and the 

terminal and network environment. This method was realized by agents placed in system 
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sensor nodes and servers, and by their cooperative operations. Subsequently, we 

conducted some initial experiments using a prototype system. Based on the experiment 

results, we concluded that improving the sensor system adaptability to the environment 

can be realized using the proposed scheme. 

In our future work, we will conduct additional experiments using several SP agents and 

the DP agent. We will also implement a simulator to evaluate environments in which 

large amounts of data are generated. 
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