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Abstract 

Infrared target detection research has recently attracted much attention, especially in 

pedestrian detection. In this paper, we use compressive sensing theory, a new and emerging 

field, for an infrared target detection system. Based on the framework of Bayesian filter, 

target is expressed by sparse representation. Compressive sensing (CS) is based on the 

illusion that a small quantity of non-adaptive linear projection of a compressible signal 

contains sufficient information for signal reconstruction and processing. In this paper we give 

an overview of compressive sensing and our proposed method. The method firstly construct 

appearance model using features extracted from the data independent image feature space. 

The appearance model can preserve structure targets’ feature since it adopts non-adaptive 

random projections. The experiment results show that the proposed infrared target detection 

system is feasible and efficient.    
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1. Introduction 

Night vision is the ability to see in low illumination environment. Driven by the decreasing 

cost of infrared cameras in recent years, more and more interest has focused on night vision 

technology. Target detection in infrared images has been studied in the context of video 

surveillance. The lack of texture and shape information makes tracking targets in infrared 

image even harder. 

Infrared light can be split into three categories: Near-infrared (NIR) close to visible light, 

has wavelengths that range from 0.7 to 1.3 microns, or 700 billionths to 1,300 billionths of a 

meter; Mid-infrared (MIR) has wavelengths ranging from 1.3 to 3 microns. Both NIR and 

MIR are used by a variety of electronic devices, including remote controls; Thermal-infrared 

(TIR) is also known as FIR, occupying the largest part of the infrared spectrum, TIR (or FIR) 

has wavelengths ranging from 3 microns to 30 microns [1]. For night vision technology FIR 

and NIR images are provided by Far and Near Infrared cameras. Both of them have distinct 

characteristic that are introduced in [2]. Infrared images are nosier than photographic images. 

An infrared image may include large smooth regions, which lack first- rate details, but there 

exits greater scope of data compression. Infrared images also can provide information that is 

not accessible in visual images. 

 Infrared technology at present is widely applied in public traffic surveillance and 

guidance [3], medical imaging [4], detection of high dangerous areas [5], astronomy, robotics 

and the military target recognition and tracking, and also achieved a great development. 

However in target detection and tracking in infrared imagery and video there are still many 
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problems existed. This is due to a number of key factors like lighting changes (shadow vs. 

sunny day, indoor/night vs. outdoor), cluttered backgrounds (trees, vehicles, animals), 

artificial appearances (clothing, portable objects), non-rigid kinematics of pedestrians, camera 

and object motions, depth and scale changes (child vs. adult), and low video resolution and 

image quality [6]. Some problems are coped with different forms of sensors such as cameras, 

radar or both of them. For object detection technology there are mainly three kinds of 

approaches: background subtraction approach, frame difference approach, and optical flow 

approach. The approach of background subtraction is sensitive to variance in background and 

illumination changes. Frame difference approach extracts moving object by differences 

between two or three consecutive frames. This approach is most simple and quick compare to 

the others. But this approach only extracts object with relative movement. Optical flow is a 

famous approach for object tracking but this method is extremely sensitive to illumination 

changes or noise.  

In our research, we are eager to develop an energy efficient infrared target detection 

system. To deal with the low contrast noises when tracking targets in infrared images, an 

algorithm based on sparse representation model is proposed which inspired from a visual 

surveillance system [7]. 
 

2. Compressive Sensing 

Compressive sensing method integrated decomposition of matrixes format with image 

frames of surveillance video into low rank and sparse matrix is put forward to segment the 

moving targets and the background in a surveillance video. In compressive sensing, the 

encoding is theoretically a matrix-by-vector multiplication. To what degree a video can be 

recovered from compressive measurements depends on the sparsity of the signal (after 

transform) and the properties of measurement matrix. It is also known that if the 

measurements matrix satisfies the restricted isometry property (RIP), the original signal can 

be recovered from the measurements if the number of measurements is large enough 

[8].Traditional signal acquisition systems are usually based on transform coding. All samples 

of a signal are captured in acquisition procedure and the whole set of coefficients is computed. 

Large number of coefficients contain most energy of signal can be retained, but other 

coefficients are discarded. It also claims that the sampling rate must be at least twice the 

maximum frequency present in the signal. The sampling data have to be compressed for 

efficient storage, transmission and processing. In 2006, Candès reported a novel sampling 

theory: compressive sensing, also called compressive sampling (CS) [9, 10]. The theory 

asserts that one can recover signals and images from far fewer samples or measurements.  

 

Background 

We first briefly review some preliminaries of compressive sensing which are used in the 

proposed method. 

 Any N signal x in RN space can be represented in an orthonormal basis ][ 21 n    

as follows [11],  





N

i

iisx
1

 ,                            (1) 

where si  is the coefficient sequence of signal x . Equivalent form of signal x is x= s , 

where  is the NN   matrix with n 21 as columns. Many real world signals can 
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be approximated by sparse or compressible with a suitable basis. Clearly   and   are 

equivalent description of signal,   in the space or time domain and   in the   domain. 

Signal   is K-sparse if it is a linear combination of only k basis vectors; that means K of the

si coefficients are nonzero and N-K are zero. 

  Compressive sensing theory has two basic principles: sparsity and incoherence, or sparsity 

and restricted isometry property. Sparsity means that information rate of signals can be 

smaller than implied by its bandwidth. If there are just a few large coefficients and many 

small in some basis representation, signal x is called a compressive signal.  

 

3. Sparse Random projection 

The key idea of random projection comes from the Johnson-Lindenstrauss lemma[12], 

uses a random kd   matrix R whose rows have unit lengths to project original 

high-dimensional Euclidean space to a k-dimensional ( k << d ) Euclidean subspace. 

Johnson-Lindenstrauss lemma: in a vector space if points are projected onto a randomly 

selected subspace of suitably high dimension then the distances between the points are 

approximately preserved.  

Computation: There are random vectors Xi (i =1,2, ,N)  in d-dimensional space, linear 

project Xi  to k-dimensional Euclidean space vectors with random matrix R: 

Y = XR                                 (2) 

where R  is kd   dimensional random matrix. If the random matrix R satisfies the 

Johnson-Lindenstrauss lemma, we can reconstruct X  with minimum error from Y  with 

high probability if X  is compressive. Almost all the information in X  preserved inY .  

The selection of random matrix is a key point. Gaussian distributed is often used recently, 

however, this matrix is dense when d is large the computation will be very complex. In the 

proposed method, we use a very sparse matrix that can compute efficiently. That is a simple 

measurement matrix defined as: 

  

  

(3) 

 

Achlioptas has proved that this very sparse matrix satisfies the Johnson-Lindenstrauss 

lemma [13]. This very sparse matrix is very easy to compute, as it requires only a uniform 

random generator. It is obviously that two thirds of computation can be ignored. We use 

s = d / 4  to construct a sparse matrix. For each row of matrix not more than 4 entries are 

computed. Therefore, only the nonzero entries of matrix need to be stored.  
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4. Infrared Target Detection Algorithm 

We present the tracking algorithm in details in this section. We got a numerous number of 

patches from original images beforehand. The truth is that we start tracking from the second 

frame. We assume that in the first frame target has been determined. In every frame, positive 

and negative patches are sampled near current target’s location, and these patches will be 

used for updating the classifier with maximal classification values. In order to predict the 

target position in the next frame, we draw some samples around the current target position 

and determine the one with the maximal classification scores. 

Actually, target detection or recognition via sparse representation has obtained significant 

performance improvement because of its excellent properties. The choice of features is no 

longer critical; the important thing is whether the number of feature is large enough and 

whether the sparse representation is correctly computed. Sparse representation for features: In 

order to compressive a high dimensional original vector xRm to a low dimensional vector y 

Rn, the dimensionality m is usually in range of 106
to1010

, we use a random measurement 

matrix R Rnm 

  (4)  

In the matrix R, values of -1, 1, 0 represent the negative, positive and zero entries (represent 

as dark, gray and white rectangles) respectively. One of the nonzero entries in matrix R
sensing to xi is the same as a filter convolving the intensity at a determinate area of an original 

input image. This sparse representation ideology makes that the features can preserve enough 

or almost all of the necessary information of the original input image. For that reason the 

proposed method works efficiently in stage of feature extraction. 

  Classification: After collecting the low dimensional feature sets ),...,( 21 nyyyy  Rn, 

assume all elements of y are distributed independently and model representation sets with 

Bayes classifier 
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where we assume uniform prior, p(q =1) = p(q = 0)and }1,0{q is a binary variable 

which represents the sample label.  

Random projections of high dimensional random vectors are almost Gaussian. p(yi q =1)  , 

p(yi q = 0) of H (y) (5) are assumed that it is Gaussian distributed with parameters of 

),,,( 0011

iiii   where  

                ,                (6) 

y = Rx
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Scalar parameters of (6) updated by 
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where is learning parameter,
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5. Experiment Result 

We provide some experiments to validate the advantage of the proposed method over the 

classic method of background subtraction in this section. Our algorithms are run on a PC with 

3.10 GHz CPU and 8G memory. Software platform is Matlab 2012a.   

In order to validate the performance of our target detection system based on infrared 

images, we have tested two different infrared images sequences that contain different kinds of 

target. Dataset 1 consists of 80 frames (360*240 pixels) with a pedestrian. Dataset 2 is 

provided within the OTCBVS Benchmark Dataset Collection consisting of 131 frames 

(320*256 pixels) with one car. 

The processed sequence is shown in following figures.  

 

 
 

 
Figure 1. Experiment result of Dataset 1 
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Figure 2. Experiment result of Dataset 2 
 

 

Table 1. Processing time of Infrared Target Detection Algorithm 

 

Many infrared target segmentation algorithms rely on background subtraction techniques. 

A background subtraction is initially performed to identify local foreground objects. Then 

gradient information from the objects and the background is combined to generate a contour 

map representing the confidence for each pixel to belong to a person’s boundary [14]. We 

compared the performance of background subtraction based segmentation in infrared images 

with our method in infrared images. 

 

Table 2. Results of Background-subtraction based pedestrian detection 
algorithm 

 
 

 

Dataset 
Image 

Size 

Frame 

Number 

Total 

Run time(s) 

Frame Per 

Second (fps) 

1 360*240 80 10.0469 7.96265 

2 320*256 131 27.7500 4.720720 

Dataset 
Image 

Size 

Frame 

Number 

Total 

Run time(s) 

Frame Per 

Second (fps) 

1 360*240 80 36.0236 2.22076 

2 320*256 131 68.9473 1.90000 
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Figure 3. Results of some experimental images for Background-subtraction 
based pedestrian detection system 

 

Our experimental result turns out that the method can meet the requirement of real time 

ability of infrared target tracking system. Our method achieves a speed that is much faster 

than that of the method based on the method of background subtraction. However, a current 

limitation of our approach is that we haven’t resolved the problem of scale changing. 

Detection accuracy is not very good in some test frames since the target scale changes when it 

is moving on. We are eager to solve it the near future. 

 

6. Conclusion and Future work 

In order to deal with the conflict between complexity and image quality of infrared 

imaging systems, we have applied the theory of compressive sensing to research the infrared 

imaging systems. A measurement with less elements of the target can be obtained. The 

proposed target detection system can work efficiently. So far super-resolution can be 

implemented by the sensor with low resolution. Some researches show that super-resolution 

imaging can be realized by compressive sensing theory, high resolution information can be 

sampled by low-resolution sensors, and the mean square error was low between the 

reconstructed image and original image.  

Our experimental results show that the proposed approach is efficient and rapid in target 

detection. Currently, in our work a real-time target detection based on infrared camera system 

is under development. In the future we will pay more attention on improving the accuracy and 

speed of target identification technology. 
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