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Abstract

Global warming is now a major social concern. Stemming the growth of CO2 in the
atmosphere is imperative. Fossil fuel is a major source of CO2. The Great East Japan
Earthquake has shown that over-dependence on nuclear energy carries a heavy risk. Thus,
power consumption must be reduced. Considering the fact that the ICT industry is a major
power consumer, the wasteful activities of ICT devices must be detected and eliminated.
In this paper we examine the use of existing network management information to make
transparent the power-on/off state of ICT devices in intranets. This will expose the waste, if
any, due to ICT devices that are not in use but powered on and will bolster social awareness
of power wastage. Subsequently we look at the relationship between individual ICT devices
and network topology and discuss how a Greener Network Architecture can be achieved.

Keywords: Green IT, network management, connection management

1: Introduction

Global warming is now a major social concern. Stemming the growth of CO2 in the
atmosphere is imperative. A major source of CO2 in the atmosphere is the fossil fuel which
must be burnt to generate power. The Great East Japan Earthquake has driven home the
point that electrical power is not unlimited and is certainly not cheap when the true risks
and costs are taken into consideration. Thus, power consumption must be reduced.

ICT industry is a major power consumer. It has already overtaken the automobile
industry [1] and is slated to overtake the aerospace industry in the year 2020 [2]. In
2007, the total carbon footprint of ICT devices including personal computers (PCs) and
peripherals, tele-communication devices and data centers was about 2% of the estimated
total emissions from human activity [3]. This figure is expected to grow at the rate of 6%
annually until 2020. It should be noted that the carbon generated from materials and the
manufacturing of ICT related objects is about one-fourth of the total footprint and the
remainder of the carbon is generated from the use of ICT technology [3].

A green network system is one that does not use more energy than is absolutely necessary.
The purpose of this research is greening network systems by fully utilizing existing network
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management systems, technologies, and knowledge. For saving power consumption in ICT
area, various ICT devices, such as PCs, network interfaces, routers, and switches, should be
put in sleep mode or, even better, powered off when not in use [4]. To enforce savings and
eliminate waste, the power-on/off state of ICT devices should be monitored and managed.
The networking of ICT devices and availability of standard technologies for monitoring
and management of these devices, provides some means of detecting and monitoring the
powered-on/off state of ICT devices.

In this paper, we discuss the utilization of existing information for detecting and monitor-
ing the active ICT devices. Since a variety of information is available in current intranets,
we categorize this information based on the information source and show that it can be
fruitfully used to detect and monitor active devices in an organization.

The remainder of the paper is organized as follows. We describe related works in Sec. 2.
In Sec. 3, we discuss the types of information that can be used for detecting and monitoring
active devices. In Sec. 4, we present experimental results and analyze the detected wasteful
activities of devices in an intranet. In Sec. 5, we discuss a Green Network Architecture and
related problems, followed by conclusions in Sec. 6.

2: Related works

Various power saving mechanisms have been considered and implemented in ICT devices
themselves. For example, operating systems dim the display after a time-out period of user
inactivity. In the Microsoft Windows 8 operating system, a new power-friendly applica-
tion model is developed and improvements to lengthen the duration of the idle state are
introduced [5].

Basic strategies for improving energy efficiency are sleeping and rate-adaptation [6].
These approaches are used in Ethernet technology and standardized as Energy Efficient
Ethernet (EEE) in IEEE P802.3az task force [7]. Sleeping and rate-adaptation are known
as low-power-idle (LPI) and rapid PHY selection (RPS) in EEE, respectively.

It must be noted that even in the idle/sleep mode, there is a non-zero power consump-
tion [8]. Considering the large number of sleeping devices, and the corresponding large
sleeping times, the resultant power consumption still emerges as a significant figure and
cannot be ignored. So we have to focus on detecting unused devices which are not powered
off.

For greening the Internet, the methods for measuring and estimating the consumed power
in the Internet are studied. Adelin et al. [9] measure the power consumed by routers and
show that it depends on the volume of computed traffic and does not depend on the queue
management policies. In [10], the authors present an estimation of the power consumption
based on the network-based model covering the core, metro/edge, and access networks.
They show that access equipment dominates the power consumption in the current Internet.
They also indicate that as access rates increase, the power consumption of core networks
increases and eventually overtakes that of access networks. On the other hand, the power
consumption of user networks (i.e., intranets) has not been well-examined due to the wide
variety of network environment, equipment and usage patterns.

A direct approach for measuring the power consumption of intranets is to use intelli-
gent power outlets. In [11], the author develops an electric power usage monitoring system
in a university campus network by deploying intelligent power outlet boxes. The system
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visualizes the measurement result and thereby raises the awareness of students in power
consumption. However, intelligent power outlets are a prerequisite for such approaches.
Recently, network equipment has been developed with embedded power meters and pro-
prietary implementation of power saving schemes and techniques. Cisco EnergyWise [12]
monitors the power consumption of network equipment and controls the supply of power
to equipment based on an organization policy. However, due to the heterogeneous nature
of intranets and presence of legacy systems, open standard-based systems are desirable.

In this paper, we discuss how we can utilize the existing information in intranets, such as
logs, network management information, traffic data, etc. for greening networks. In recent
studies, this information was used for implicit sensing of building occupancy [13, 14], but
our approach is to use this information in order to make transparent the power-on/off state
of ICT devices in intranets, covering the leaf nodes.

3: Available Information for Detecting Active Devices

ICT devices are literally omnipresent. The examples are servers, PCs, LCD displays,
TVs, network equipment (switches, routers, etc.), and peripherals. These days, not only
PCs and servers, but also various other devices have been connected to an intranet and are
able to communicate with each other. This trend enables sharing of functions of networked
devices among multiple users through the intranet. Moreover, considering the rapid de-
velopments in IoT (Internet of Things) and M2M (Machine-to-Machine) communication,
networked devices will continue to proliferate and dominate the future intranet. Thus, in
this research, we focus on networked devices among ICT devices.

In the usual case, an intranet has a management system which collects data on the
networked devices. The data source spans device logs, agents on devices, packets exchanged
among devices etc. Analysis of the collected data enables us to discover useful information
about the operations of the network and connected devices. We would like to argue that
this collected information is also useful for detecting networked devices in the intranet and
for monitoring their power-on/off state. A device is active when it is powered-on. Although
the information on active devices does not give the power consumption directly, one can
estimate the number of device-hours in an intranet which serves as an indirect measure of
the power consumption of the intranet.

The available information can be categorized as device-based, infrastructure-based, or
packet-based depending on the source of information. Device-based information is the
information generated by the device itself. Typical examples are the various logs generated
by applications and operating systems running on a device. It provides detailed information
about events happening on the device. Activities on the device are directly reflected in
this information. The infrastructure-based information is the information managed on
infrastructure equipment, such as intelligent switches, DHCP servers etc. Packet-based
information is obtained from packets exchanged in intranets. Infrastructure-based and
packet-based information provide indirect indication of active devices. The basic premise
of these is that an active device is connected to an intranet and communicates with other
devices in or beyond the intranet. Table 1 summarize the pros and cons of each category
of information.

Also, detailed information in each category is enumerated in Table 2. This information
can be used stand alone or in conjunction with information from other sources.
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Table 1. Categories of Available Information
Source Pros Cons

Device Detailed information on de-
vice behavior can be obtained

Overhead for information collection is
high

Infrastructure
equipment

Overhead for information col-
lection is low

Scope and availability of the informa-
tion depends on the equipment

Packet Relatively easy to deploy Scope of information is limited. Un-
available if there is no network activity

Table 2. Detailed Information Components Available for Detecting and Monitoring
Active Devices
Source Information Information Content

Device Microsoft Windows Event log Times of Logon/Logoff, Username, De-
vice name, Service name, Application us-
age

Device UNIX Syslog Times of Login/Logout, Username, Ap-
plication usage, Device name or IP ad-
dress

Device Existing SNMP MIBs Process name, Resource usage, sysUp-
Time

Infra. DHCP lease log Lessee device’s IP address, MAC address,
Lease time

Infra. Logs of authentication servers Logged-on device’s IP address, MAC ad-
dress, Username, Authentication time

Infra. Logs of authentication switches Logged-on device’s IP address, MAC ad-
dress, Username, Authentication time

Infra. Existing SNMP MIBs on managed
switches

Connected device’s IP address, MAC ad-
dress, Connection time

Packet All packets Source device’s IP address, MAC address,
Payload information

Packet Unicast response packets of active
probing

Source device’s IP address, MAC address

Packet Multicast IGMP packets Source device’s IP address, MAC address,
Connection time

Packet Broadcast ARP/NDP packets Source device’s IP address, MAC address,
Connection Time

Packet Broadcast DHCP packets Source device’s IP address, MAC address,
Lease time

Packet Broadcast NetBIOS packets Source device’s IP address, MAC address,
NetBIOS name
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In the remainder of this section, we discuss the characteristics of each information cate-
gory in detail.

3.1: Information Obtained from Devices

The advantage of using this type information is that detailed information of device
behavior can be obtained. For example, event logs on Microsoft Windows systems and
syslog information on UNIX systems are likely to contain information on when the device
was booted up and when it was shutdown. We can also find details of application usage
and authentication events from some types of logs. Such logs as these give an indication of
whether the device is actually utilized by users or not. In addition, network management
data available from the device provides valuable information pertaining to the activity of
the device. For example, Host Resources MIB [15] provides information about processing
load, names of running processes, and so on.

The disadvantage of using this information is the cost of information collection. For
consolidated management, some sort of a process or agent must be present on each device
to collect and transmit the logs to a manager. Deployment of agents and transmission of
the logs incurs management overhead. If a device does not generate a log, or if the log is
not accessible to the manager, the activity of the device cannot be monitored. This means
that the availability of this type of information entirely depends on the environment of
the target network. Moreover log information often includes privacy information like user
name. Therefore, careful handling of information is required.

3.2: Information Obtained from Infrastructure Equipment

Infrastructure-based information comprising of log and/or management information in-
frastructure equipment such as servers, routers, and intelligent switches provide indications
of device activities.

For example, from the address lease log of a DHCP server, we can discover which device
got connected, what IP address was allocated and when. Intelligent switches with authen-
tication functions (e.g., IEEE802.1X, Mac address, or Web) know which devices tried to
authenticate for connecting to an intranet. Moreover, management information defined
in some MIB modules such as RFC1213-MIB, BRIDGE-MIB and IF-MIB can be used to
detect connected devices and compute the port at which the device is connected.

The advantage of using this information is the relatively low cost of information collec-
tion. The number of collection targets is smaller than that in the case of device-based infor-
mation and information of multiple devices can be obtained from one equipment. Therefore,
the collection cost is relatively low.

The disadvantage is that it depends on the availability of intelligent devices in the intranet
infrastructure.

3.3: Information Obtained from Packets

Packets exchanged among networked devices provide important clues regarding the de-
vice activity. If a packet is seen, one infers that the sender of the packet is active. It is
necessary to deploy a probe or packet sensor in the intranet, in order to use packet-based
information. Since the replacement of existing elements is not required, ease of deployment
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is a significant advantage in using this information. A drawback in using this information
is that it does not work if there is no network activity.

Packet-based information collection uses connection management techniques which are
often used in intranet security management. As shown in Table 3, the packet-based infor-
mation can be obtained with passive monitoring, active probing, and the hybrid method of
passive monitoring and active probing.

Table 3. Methods to Obtain Packet-based Information
Method Accuracy Traffic overhead

Passive monitoring Moderate Low

Active probing High High

Hybrid (Active & Passive) High Moderate

In the passive method, a probe passively monitors packets and generally looks for IPv4
address resolution protocol (ARP) request packets and IPv6 neighbor discovery protocol
(NDP) packets. These packets are broadcast by a device when the device tries to ascertain
the MAC address of another device in the intranet. As shown in Table 4, they are also
broadcast for the purposes of IPv4 address conflict detection [16] and IPv6 duplicate address
detection [17] at the startup phase of server and client devices. Thus, ARP and NDP
packets which indicate that a device is active are useful for detecting newly booted devices.
Moreover, other broadcast or multicast protocol packets, such as DHCP discover/request
packets and IGMP membership query, will be monitored in this method. Also, if switches in
the target intranet support port mirroring function, all packet exchanges in the intranet can
be passively monitored. In that case, detailed behavior of connected devices can be known,
but careful treatment of information is required. The probe by itself does not generate any
packets, and this method introduces no traffic overhead. However, a device which has little
occasion to send packets spontaneously is likely to remain undetected. A good example
of such a device is a network printer. Furthermore, the power-off of the device must be
inferred from a time-out period of inactivity. Thus, lack of accuracy is a disadvantage of
this method.

In the active method, probe packets are periodically sent out to elicit response packets
from some or all networked ICT devices in the intranet. The absence of response within
a pre-defined timeout period would indicate that the corresponding device is not active.
ICMP ping sweep is a typical method of active probing. In this method, generally, a probe
packet is sent to every address in the address space of the target intranet and devices which
will be missed by the passive method can be detected. However, this could potentially
generate a large volume of traffic and requires careful design and deployment. In some
designs, the target address could be limited to a specific part of the address space. If the
target address space is very large e.g. a class-A or class-B address space, the usability of
this method is doubtful. The latency in the detection of newly booted device will depend
on the frequency of the probe packets. For early detection, probe packets will need to be
sent more frequently.

In the hybrid method, the passive method and the active method complement each other.
The passive method detects newly booted devices and monitors activities of continuously
communicating devices. The active method is used to monitor the activities of devices
that communicate infrequently. Since newly booted devices can be detected by the passive
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Table 4. Start-up Behavior of Various Operating Systems
Operating systems Start-up behavior

Microsoft Windows XP Sends gratuitous ARP and performs address resolu-
tion of Default gateway

Microsoft Windows Vista Sends ARP and performs address resolution of Default
gateway

Microsoft Windows 7 Sends ARP and performs address resolution of Default
gateway

Microsoft Windows Server 2003 Sends gratuitous ARP and performs address resolu-
tion of Default gateway

Microsoft Windows Server 2008 Sends ARP and performs address resolution of Default
gateway

Linux Kernel 2.6 Performs address resolution of Default gateway

Linux Kernel 3 Performs address resolution of Default gateway

FreeBSD 8.2 Sends gratuitous ARP and performs address resolu-
tion of Default gateway

NetBSD 5.1 Sends gratuitous ARP

OpenBSD 4.9 Sends gratuitous ARP

Solaris 11 Sends gratuitous ARP and ARP, performs address res-
olution of Default gateway

MacOS X 10.5.8 Sends ARP and gratuitous ARP, performs address res-
olution of Default gateway

iOS5 Sends gratuitous ARP and performs address resolu-
tion of Default gateway

iOS6 Sends gratuitous ARP and performs address resolu-
tion of Default gateway

Android 3.2 Performs address resolution of Default gateway

Android 4.2 Performs address resolution of Default gateway
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method, the volume of probe packets in the active method can be lowered by removing
the detected devices from the target list of active probing. Hence, the hybrid method can
achieve a high accuracy with moderate traffic overhead.

4: Detection and Monitoring of Active Devices in Real Environ-

ments

We carried out an experiment of detecting and monitoring active devices in our university
computer room. Through this experiment, we show the effectiveness of the packet-based
information in detecting active devices. We also show that collating information from
multiple sources is useful in finding wasteful activities of devices.

4.1: Experimental Environment

The following devices are connected to the network segment in the university computer
room. Each device has an IP address of the form 192.168.0.X (X: 2 ∼ 253). The device
type can be identified by the value of X as follows.

• 116 user terminals (Microsoft Windows 7) : X=10 ∼ 124, and 241

• five network printers : X=2 ∼ 6

• seven network switches : X= 247 ∼ 253

The computer room is available during business hours (from 8:30 to 20:00) on weekdays.
Students and staff can freely use terminals and printers during these hours.

Figure 1 shows the network topology of the target network.

Network 
printerUser terminal

(Windows 7)

Switch

Switch

To upstream router

Figure 1. Network Topology

Utilizing both packet-based and device-based information, we detect and monitor the
active devices in this environment. We deployed a packet probe for obtaining packet-
based information. The probe passively monitors ARP packets and sends probe packets
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once every ten minutes for actively monitoring activities of printers and switches. The
duration of the period of inactivity for inferring the power-off of a device is set to one
hour in order to estimate device activities conservatively, to avoid underestimating the
power consumption by a device. For the purpose of network management in the target
experimental environment, Logon and Logoff events on every user terminal are reported to
a central server. Therefore, the device-based authentication information is also available.

4.2: Experimental Results

The experiment was conducted from Dec. 16th, 2011 to May 27th, 2012. In this subsec-
tion, we discuss the wasteful activities of various devices based on the results of monitoring
of active devices.

4.2.1: Wasteful Activities of Printers and Switches

To begin with, results of monitoring with packet-based information are discussed. Figure
2 shows the variation in the number of active devices on a certain day during the experiment.
From this figure, we can see that a constant number of devices are always active in this
network.

Business hours (from 8:30 to 20:00)

A constant number of devices are always active

N
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Figure 2. The Number of Active Devices

Figure 3 illustrates the power-on/off state of individual devices on the same day. Figure
4 explains how to understand Fig. 3. As shown in Fig. 3, beyond business hours all
user terminals are powered off. However, printers and switches are powered on round the
clock. This exercise helped in identifying wasteful power consumption. These printers and
switches must be powered off after business hours.

For detecting and eliminating this type of wasteful power consumption, the inter-dependence
among devices should be clear. In this environment, printers and switches depend on user
terminals because printers and switches should not be powered on if there is no active user
terminal in the network. Our future work will focus on analyzing and visualizing such
dependencies.

International Journal of Energy, Information and Communications 
                                                      Vol. 4, Issue 2, April, 2013

29



Five network printers 

are always active

Activity of user 

terminals

(Windows 7)

Activity which cannot 

be found by using 

authentication logs

Seven switches are 

always active 

Activity which cannot 

be found by using 

authentication logs

4

t

h

b

y

t

e

 

o

f

 

 

I

P

 

a

d

d

r

e

s

s

e

s

 

 

o

f

 

 

t

e

r

m

i

n

a

l

s

Figure 3. Activities of Devices (Generated with Packet-based Information)
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Figure 4. Example of Activity Chart

4.2.2: Wasteful Activities of User Terminals

A device is considered to be actually used from the time of Logon to the time of Logoff.
As discussed in Sec. 3.1, certain logs contain authentication event information and we can
know not only whether a device is active but also whether the device is actually used by
a user. If the device was not actually used by a user, the device activity was wasteful. In
this section, we show the power-on/off state detected with a device-based authentication
information, and try to clarify the wasteful activities of user terminals by comparing the
monitoring results with packet-based information.

Figure 5 shows the power-on/off state of devices detected based on times of Logon and
Logoff.

By comparing Figs. 3 and 5, we observe the following points.

• As shown in Fig. 5, with the device-based information the power-on state of print-
ers and switches cannot be detected. This is because authentication information or
related logs did not exist or, could not be collected, from these devices. This is a
limitation of device-based information.

• The active period estimated by using packet-based information is always longer than
the period estimated by using device-based information. This is due to the conserva-
tive setting of the time-out period. The appropriate setting of the time-out period is
an outstanding issue.

Some of the active periods detected using packet-based information do not appear in
Fig. 5. This is because some terminals were powered on and connected to the network,
but no one logged on. Subsequently they were powered off. In other words, they were not
actually used. The terminals consumed power wastefully while they were active. This result
suggests the usefulness of the combination of device-based and packet-based information
for detecting wasteful device activity.

Figure 6 shows the results of long-term monitoring from May 7th to 27th, 2012. This
figure shows a number of active periods where the corresponding device was not actually
used, for each day. There are a total of 79 wasteful active periods. As shown in this
figure, the number of the periods depends on the day of the week. It appears to indicate a
dependence on the class; 49 out of 79 wasteful active periods were monitored in the classes.
In Fig. 7, we summarize the number of wasteful active periods per class. It is clear that
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Figure 5. Activities of Devices (Generated with Device-based Authentication Infor-
mation)
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there is a relationship between a class and the corresponding number of wasteful active
periods. In order to deepen users’ awareness, it is important to report the existence of
these wasteful active periods to users.
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Figure 6. Number of Wasteful Activities per Day

[18] estimates that the power consumption due to wasteful activities of user terminals
in the same environment as that in the current work. According to the estimation, the
wasteful power consumed from April to October 2012 is about 71kWh. The authors have
also reported that users complete the Logon procedure within 15 minutes in 95% of active
periods of user terminals. Assuming that the remaining 5% of active periods are not usual
but wasteful activity, they estimate that 61kWh out of 71kWh can be reduced by shutting
down a terminal if the terminal is not logged into within 15 minutes of power-on.

In addition, it will be useful to force a terminal into sleep mode in case it is difficult to
power off the terminal. Since most switches, printers, servers, and user terminals have the
standby/sleep mode wherein the power consumption is minimal, putting the terminals in
sleep mode is the second-best way for reducing wasteful power consumption.

5: Green Network Architecture

Devices in networks can be categorized into clients, servers, and infrastructure equipment,
according to their roles. Clients are user terminals such as desktop PCs or laptop PCs.
Servers are further categorized based on the target of services. Intranet servers provide
services to clients in an intranet. DHCP, Proxy, and Internal Web servers are examples of
intranet servers. Network printers too are intranet servers. Internet servers provide services
to clients outside of the intranet. Web, Mail, DNS servers are categorized as Internet servers.
Although we mainly focus on edge devices and their power consumption in this research,
in a network it is not enough to just power on a server and a client to realize a service. All
the network devices, including the infrastructure equipment that connect the client to the
server must be powered on.

In order to minimize power consumption in a network, it is important to design the
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network so that a minimum number of devices are required to be powered on to provide
a service. However, such network design needs careful consideration of the category of the
devices. A Green Network Architecture is one that takes into consideration the roles of the
constituent devices to minimize the overall network power consumption. In the following,
we discuss how we can implement a Green Network Architecture.

An activity pattern is the activity state of a device seen over a period of time. The
activity pattern of a device depends on the category of the device. Generally speaking,
clients become active intermittently during business hours according to the usage patterns
of users. Since intranet servers provide services to clients, they should be active continuously
during business hours. In other words, these servers must be active during business hours
and are not required to be active beyond business hours. Internet servers should be active
and running round the clock. Due to the difference of the activity pattern, if devices that
have different patterns of activities are connected to the same network segment, it results
in wasteful activity of infrastructure equipment. Figure 8 illustrates an example of such a
network architecture. In Fig. 8, every network segment includes Internet servers, intranet
servers and clients. Thus, even if all clients are powered off after business hours, the
infrastructure equipment, e.g. the switches need to be powered on to provide connectivity
for the Internet servers.

It is important to segregate parts of a network based on activity patterns as shown in Fig.
9. In other words, Internet servers will not be placed in a network segment which contains
clients and intranet servers. If a segment contains only clients and intranet servers, the
entire segment including the infrastructure equipment in that segment can be powered off
if no device activity needs to be supported. In this manner, a Green Network Architecture
makes it possible to aggressively power off more infrastructure equipment and reduce power
consumption.

For realizing such a Green Network Architecture, automatic/semi-automatic network
map [19,20] generation technologies that discover the layer-3, layer-2 network topology will
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for providing connectivity to Internet servers.
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Figure 8. Network Architecture Including Wasteful Activities

play a significant role in visualizing the layer-3 and layer-2 infrastructure equipment that
are consuming power in the network.

Switch A Switch B Switch C Switch D

Clients ClientsInternet servers Intranet servers

These switches can be powered off 
after business hours.

Figure 9. Greener Network Architecture

6: Conclusion

In this paper, we have addressed the issue of detecting and monitoring active devices in an
intranet using network management technology. We have shown that existing mechanisms
and information available in the network using standard protocols can be used to monitor
the power-on/off state of ICT devices. Through experiments in a real network, we have
shown that the power wastage due to network printers, switches, and user terminals can
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be detected. We could see that printers and switches were active beyond defined business
hours and some user terminals were powered on but not used.

This information can be used not only to prevent immediate waste but also to redesign
and/or reorganize the network topology for energy efficiency.

Apart from the engineering aspect of detecting and preventing waste, we believe that
the result helps in developing a clearer and deeper social awareness of the power wastage
and will lead to prevention of wastage. We also believe that, with the spread of IPv6, more
and more devices will be networked and effectively widen the scope of this work.
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