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Abstract 

This paper compares the performance of Genetic Algorithm and Population-based 

Incremental Learning algorithm on a student ranking application. The proposed student 

ranking application focuses on proving the students’ achievements in fields like 

attendance, achievements and backlogs apart from academics. This application produces 

the output according to the prioritized weights inputted by the user. Genetic Algorithm 

and Population-based Incremental Learning is evolutionary search based optimization 

algorithm which can arrive at near-optimal solution faster by using randomized 

techniques. These are stochastic search based algorithms that include randomness to 

escape local optima. The two algorithms are compared based on the accuracy of optimal 

value, number of generations and time taken to reach optimal value. 

 

Keywords:  Evolutionary computing, Genetic Algorithm, Optimization, Performance 
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1. Introduction 

Lot of work has been done on Genetic Algorithm and Population-based Incremental 

Learning individually but there are very few resources that discusses about the two 

algorithms together. This work analyses and compares two evolutionary optimization 

algorithms - Genetic Algorithm (GA) and Population-based Incremental Learning (PBIL) 

and determines which of them is better.  

GA is derived from Darwinian’s theory of “survival of the fittest”. It is efficient, 

adaptive and robust search process. It is guided by principles of evolution and natural 

Genetic to perform randomized search and optimization. The Population-based 

Incremental Learning Algorithm (PBIL) is an Estimation of Distributed Algorithms, as 

proposed in [5]. Population-based Incremental Learning supposes that all the variables are 

independent. At each step of the algorithm a probability vector is maintained. Next 

generation is generated based on this probability vector.  

Genetic algorithms generate solutions to optimization problems using techniques 

inspired by natural evolution, such as mutation, selection, and crossover whereas 

Population-based Incremental Learning is an algorithm where the genotype of an entire 

population (probability vector) is evolved rather than individual members.  
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The performance analysis and comparison of the two algorithms is done by taking 

different parameters into consideration like number of iterations, inputs given, time 

complexity on student ranking application. 

 

1.1. Student Ranking Application  

The student ranking application deals with ranking of the performance of the students 

in a particular institution or organization. Generally, the student ranking analysis is made 

on the basis of academic by using normal sorting techniques which involve the simple 

database with limited fields and low level complexity in the analysis. In such an analysis 

the main priority would be the academics, where the achievements of students in other 

activities like extra-curricular, co-curricular and sports are given less importance in 

analyzing the student’s abilities. This lessens the chance of making better decisions about 

student’s capabilities. Such a ranking system is biased towards academic achievement.  

The student ranking application proposed considers the performance of student in 

both academic as well as non-academic fields to select top all-rounder’s rather than 

only top academicians. This application rank the students based on multiple 

parameters rather than only academics. It considers criteria like the achievements of 

students in extra-curricular, co-curricular and academics. The application takes 

priorities for different parameters (attendance, achievements, sports and backlogs) 

as input and then optimizes this multi-objective function using two different 

algorithms – Genetic Algorithm and Population-based Incremental Learning as 

shown in Figure 1. The performance of the two algorithms is compared on a student 

ranking application.  

The remaining part of the study is divided as follows. Section 2 discusses about 

optimization problem. Section 3 reviews Genetic algorithm and is further subdivided 

into 3 subsections. Section 3.1 discusses selection operator, section 3.2 explains 

working of crossover operator and section 3.3 explains working of mutation 

operator. Section 4 is a brief discussion on PBIL. Section 5 compares the 

performance of the two algorithms and finally section 6 concludes the paper.  

 

2. Optimization  

Optimization is a subject that deals with the problem of minimizing or maximizing a 

certain function in a finite dimensional Euclidean space over a subset of that space. In 

general, it is a technique to select the best solution (with regard to some criteria) from a 

set of feasible solutions Evolutionary algorithms can handle large search spaces, multi 

objective functions, multimodal functions. They use randomized techniques to arrive at 

solution faster which may otherwise take lifetime. They perform well even when there is 

little or no domain specific knowledge about the search space. They are preferred for 

problems with huge solution space, little or no domain specific knowledge and where 

little bit of inaccuracy, imprecision and uncertainty is an acceptable trade-off for faster, 

low cost, practical and robust algorithm.   
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Figure 1. Steps for Processing SRA Application 

Though randomized these algorithms use information from previous iterations and 

evolves the solution space to guide it towards the optimal solution. Evolutionary 

algorithms are stochastic search based technique which deliberately adds 

randomness to search process to avoid being caught at local optima.  

 

3. Genetic Algorithm  

Genetic Algorithm is an evolutionary search-based optimization technique which is 

based on Darwinian’s theory of „Survival of The Fittest‟. Genetic algorithms are often 

reviewed as function optimizer [10], although the range of problems to which Genetic 

algorithms have been applied are quite broad [3],[4]. It performs search from a population 

of points rather than from a single point thus accelerating the search process. This is the 

implicit parallelism in GA. Though randomized it moves towards optimal solution by 

using results from previous iterations. The best solution from previous generation plays a 

vital role in determining next population.  

Genetic algorithm involves application of three operators namely  

 Selection (Reproduction)  

 Crossover (Recombination)  

 Mutation  

 

3.1. Encoding 

This application uses binary encoding. Different kinds of encoding techniques are 

available [2, 9]. Binary encoding is a mapping from integer to binary system. Length of 

chromosome is equal to the number of records in the database. Each record is represented 
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by a unique bit in the chromosome and position of the bit is related to student id i.e.; the 

student with id 1 is represented by first bit of the chromosome string. 

Genetic Algorithm maintains a population of such chromosome. Bit 1 at a particular 

position in the chromosome indicates that the particular student is among top 10. Thus the 

implicit constraint on the chromosome is that no more than 10 bits can be 1 in any 

chromosome. 

 

1 0 0 0 1 1 0 1 0 1 0 0 0 0 0 

               

Figure 3. Chromosome Representation for SRA 

For example, above chromosome represents a database with 15 records of which student 

with sid 1, 5, 6, 8 and 10 are among the top 5 students.  

 

3.2. Selection  

In this step parent chromosome are randomly selected from the present population 

to generate next generation of chromosome. Chromosome with better fitness has 

higher probability of getting selected as parent chromosome for reproduction.  

 

3.3. Crossover (Recombination) 

This step involves selecting a split point and exchanging the genes of parent 

chromosome about the split point to produce child chromosome for next generation. To 

meet the equality constraint on volume of 1s in the chromosome a special crossover 

technique is used as proposed in [5]. Crossover allows GA to exploit a particular point in 

search space deeper.  

 

3.3.1. Working of Crossover: First of all a split point is selected for both the 

chromosomes, let them be p1 and p2. Each child gets half of the chromosome from 1 

parent and the other half from the other parent.  

 

0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 1 0 1 0 0  

                                

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20  

                                

Chromosome 

1                             

                                

1 0 0 1 0 0 1 0 0  1  0  0  0  0  0  0  0  0  1  0  

                                

1 2 3 4 5 6 7 8 9  10  11  12  13  14  15  16  17  18  19  20  

                                

  Chromosome 2 
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Let us assume p1= p2=1. 

i.e.. child1 is formed as:  par1 [1-10]:par2 [11-20] and 

child2 is formed as:  par2 [1-10]:par2 [11-20] 

 

But volume of 1s in par [1-10] is not equal to volume of 1s in par2 [1-10]. So shift p2 by 1 

point. So p1=1, p2=2 

 

 

0  0  0  1 0 0 1 1 0 0 0 0 0 0 0 1 0 1 0 0 

1  2  3  4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

                                         

 

↑ 

P1        chromosome 1  

 

 

                      

                                         

1  0  0  1 0 0 1 0 0 1 0 0 0  0  0  0  0  0  1  0 

                                         

1  2  3  4 5 6 7 8 9 10 11 12 13  14  15  16  17  18  19  20 

                                         

  ↑P2        chromosome 2                        

 

Child 1 is                                    

                                      

0  0  0  1 0  0  1  1  0  0  0  0  0  0  0  0  0  1  0  1 

                                      

1  2  3  4 5  6  7  8  9  10  11  12  13   14   15   16  17  18  19  20 

                                      

And child 2 is:                                   

                      

0  0  1  0 0  1  0  0  1  0  0  0  0  0  0  1  0  1  0  0 

                                      

1  2  3  4 5  6  7  8  9  10  11  12  13   14   15   16  17  18  19  20 

                                         

 

And the volume of 1s in each chromosome is equal i.e.. 5 in this case. 

 

The algorithm to determine split point that doesn’t violate equality constraint on number 

of 1s is: 

 

Let 

 

ones_in_par1 be number of 1s from p1 to p1+geneLength/2 

ones_in_par2 be number of 1s from p2 to p2+geneLength/2 

for  p1 = 0 to geneLength 

 

for  p2 = 0 to geneLength 

if(ones_in_par1  is equal to  ones_in_par2) 

                    break 
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3.4. Mutation 

In this step bits are flipped from 0’s to 1’s and 1’s to 0’s with a low probability. This 

step ensures that the algorithm does not get trapped at local minima. It allows GA to 

explore search space far rather than sticking to one area in search space.  

To satisfy equality constraint on number of 1s in a chromosome a special mutation 

operator is used as proposed in [5].  

 

3.4.1. Steps for Mutation  

Step 1: Randomly select 2 bits in the chromosome.  

Step 2: If they are equal go to step 1 else flip both the bits.  

 

3.5. Decoding  

After multiple iterations the algorithm selects one of the encoded chromosomes as 

best solution. The students with id corresponding to 1s in the chromosome are the 

top 10 students among all records in the database. The top 10 records are sorted and 

displayed. 

 

4. Population-based Incremental Learning  

Population-based Incremental Learning combines genetic algorithm with competitive 

learning [4, 7]. It is a variant of GA which is simpler than GA and often outperforms GA. 

Unlike GA it doesn’t involves application of complex operators (selection and 

recombination) instead it generates the next generation by updating a prototype vector 

(probability vector) based on its learning from the present population. The probability of 

finding a 1 at i
th
 of solution vector is proportional to the i

th
 value in probability vector [6].  

PBIL algorithm works as follows:  

Step 1:  A population of solution and a probability vector is generated randomly.  

Step 2:  The fitness of each individual is evaluated based on the function to be optimized 

and the individuals are ranked.  

Step 3:  The probability vector is then updated based on learning (either positive or 

negative learning) from current population.  

Step 4:  Mutation is performed with a very low probability.  

Step 5:  Create next generation using probability vector.  

 Steps 2 to 5 are repeated until the population converges to an optimal 

solution. 

 

It can use either positive learning or negative learning to update probability vector [7]. 

In positive learning the probability vector is moved towards the best solution vector and in 

negative learning the probability vector moves away from the worst solution vector. 

Typical value of learning rate lies between 0.1 and 0.4.In this study learning rate is taken 

as 0.2, mutation probability as 0.05 and mutation shift as 0.05. Positive learning is used. 

The mutation probability is low as too high mutation rate prevents population to converge 

to any optimum solution.  

 

6. Experimentation and Results  

This work is done by using Java platform (version - jdk 1.8). The dataset is taken from 

Vignan‟s Institute of Information Technology, Visakhapatnam which contains student’s 

records in particular attendance, results and extra-curricular achievements. The dataset 

contains 918 student records.  
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Figure 4. Population-Based Incremental Learning Flowchart 

6.1. Comparison of Genetic Algorithm and Population-based Incremental Learning 

Algorithm  

Population-based Incremental Learning performs better than Genetic Algorithm for the 

problem compared in this paper. PBIL produces more accurate results and in lesser time 

than GA. It is fast both in terms of number of generations evaluated and time taken to 

perform those evaluations. At the same time PBIL implementation is much more concise 

and simple than that of GA.  

For this study population size is taken as 10 and each chromosome is 918 bits 

long (as there are 918 records in database). The objective is to maximize aggregate, 

achievement and for GA crossover rate is taken as 0.5 and mutation rate as 0.05. For 

PBIL learning rate is taken as 0.2, mutation probability as 0.05 and mutation shift as 

0.05. 
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Figure 5. Genetic Algorithm Results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

   

 

 

 

Figure 6. Population-Based Incremental Algorithm Results 
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Figure 7. Comparison of GA and PBIL using Student Ranking Application 

Figure. 7 show that PBIL produces more accurate results in comparatively lesser time 

than GA. 
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