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Abstract 

There are many medical imaging modalities used for the analysis and cure of various 

diseases. One of the most important of these modalities is Magnetic Resonance Imaging 

(MRI). MRI is advantageous over other modalities due to its high spatial resolution and 

the excellent capability of discrimination of soft tissues. In this paper, an automated 

classification approach of normal and pathological MRI is proposed. The proposed 

model three simple stages; preprocessing, feature extraction and classification. Two types 

of features; color moments and texture features have been considered as main features for 

the description of brain MRI. A probabilistic classifier based on logistic function has been 

used for the MRI classification. A standard data set consisting of one hundred and fifty 

images has been used in the experiments, which was divided into 66% training and 34% 

testing. The proposed approach gave 98% accurate results for training data set and 94% 

accurate results for the testing data set. For validation of the proposed approach, 10-

Fold cross validation was applied, which gave 90.66% accurate results. The 

classification capability of probabilistic classifier has been compared with the different 

state of art classifiers, including Support Vector Machine (SVM), Naïve Bayes, Artificial 

Neural Network (ANN), and Normal densities based linear classifier. 

 

Keywords: Brain MRI, Classification, Color Features, Probabilistic Classifier, 

Pathological MRI, Texture Features 

 

1. Introduction 

Many imaging modalities exist for the diagnosis and treatment of  different 

abnormalities in the human body. For the diagnosis of the abnormalities of the 

human brain, Magnetic Resonance Imaging (MRI) and Computed Tomography (CT) 

are used. The capability of discrimination of soft tissues and high spatial resolution 

of MRI makes it advantageous over CT and other imaging techniques. Since MRI is 

very efficient in providing detailed and finer description of human brain tissues, it is 

mostly preferred by medical experts for diagnostic purpose as well as research -

oriented activities [1].  

The rich information provided by MRI about the human brain soft tissues has 

brought dramatic improvement in both qualitative and quantitative analysis of 

human brain structure [2]. This information also assists other imaging modalities 

like Positron Emission Tomography (PET) in their functional performance [3]. 

Radiologist experts perform sophisticated process for the assessment of features of 

MRI and characterization of different diseases in the human brain. The radiologists 

have achieved a high degree of precession and accuracy with those processes. 
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Nevertheless, for bringing more effectiveness in the treatment, medical experts 

investigate different imaging techniques to achieve more accuracy in the 

pathological characterization of the soft tissues of the human brain [4].  

The primary source of investigation for finding any pathological characterization 

in the human brain is the visual interpretation of the film. Almost all human body 

functions such as blood pressure, memory, emotions, temperature, heartbeat  and 

fluid balance are under the direct or indirect control of the human brain [5]. 

Discrimination between the normal and pathological brain MRI is, therefore, 

critically important. Usually, we need a large number of images to compare 

different human brains and determine their difference [6-7]. As the authors in [8] 

compared 176 healthy brain images to find their differences, whereas in [9] 

collected 500 pediatric human brain images to study their characteristics.   

The increase in the number of images for studying the pathological 

characterization of the human brain, a higher accuracy can be achieved. But, there 

are many limitations in manual inspection such as lack of reproducibility, long 

processing time and inaccuracies in the diagnosis. In order to achieve more accuracy 

in diagnosis, improve the quality of treatment and reduce the computation time, 

many automatic algorithms have been proposed and developed [10-13]. The 

shortage of expert radiologists and the increasing cost of manual inspection make 

the process more and more difficult. This gives a call for automating the process for 

the classification of normal and abnormal human body parts. If an image is a double 

read, it gives the better analysis. 

The remaining structure of the paper is, section 2 presents Related Work, section 

3 contains Proposed Methodology, section 4 contains Results and Discussion and 

finally, in section 5, Conclusion and Future Work is provided.  

 

2. Related Work 

The standard methodology for the classification of normal and pathological 

human brain MRI consists of four stages; preprocessing, feature extraction, 

dimensionality reduction, and MRI classification. The methodology is summarized 

in the Figure 1. 

 

 

Figure 1: Brain MRI Classification Methodology 

The authors in [14] proposed an approach for brain MRI processing and 

segmentation. The main step towards brain MRI segmentation was the estimation of 

features which was based on the correlation between the brain tumor and Lateral 

Ventricular (LV) and then these features were used for differentiation of different 

brain parts. The whole process of segmentation was accomplished in four stages ; 

Pre-processing, Feature extraction, Segmentation, and Classification.  

In the pre-processing stage, the information irrelevant for brain MRI processing 

that increases the computation time and complexity was addressed. In this stage, 

data redundancy, non-uniformity in the geometry of images, non-standardization in 

the intensity of images and the skull removal are addressed. LV has been used for 

the extraction of informative features. For the brain segmentation, Fuzzy Connected 

C-Mean (FCM) has been used whereas for classification, K-Nearest Neighbor has 

been applied.  

The authors in [15] presented an approach for binary classification of the benign 

and malignant brain tumor. In the proposed approach, Wavelet Co-Occurrence 

Texture (WCT) and Wavelet Statistical Features (WST) has been combined for the 
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binary classification. The process of classification has been carried out in six states; 

segmentation of the Region of Interest (ROI), two level decomposition of Discrete 

Wavelet (DW), Feature Extraction, Feature Selection, Classification and 

Performance Evaluation. For the brain, MRI segmentation, the Support Vector 

Machine (SVM) has been applied. For feature extraction, WCT and WST were used. 

For the selection of optimal features, Genetic Algorithm (GA) was applied. For the 

classification of the benign and malignant tumor, Probabilistic Neural Network 

(PNN) was applied.  

The authors in [16] introduced a new method for the binary classification of brain 

MRI into normal and abnormal. The proposed method consists of three stages; 

Feature Extraction, Feature Reduction, and Classification. For the feature 

extraction, Two- Dimensional Discrete Wavelet Transform (2D DWT) has been 

applied. For feature reduction, Principal Component Analysis (PCA) and Linear 

Discriminant Analysis (LDA) were used. In the last stage, the extracted features 

were fed to Support Vector Machine (SVM) and k-Nearest Neighbor (k-NN) for 

discrimination of normal and abnormal MRI. They have claimed higher 

classification accuracy with using less number of features as compared to other 

well-known approaches applied in the literature.  

The authors in [17], applied Support Vector Machine (SVM) for brain MRI 

classification. For descriptive feature extraction, the spectral angle based approach  

was used. For the division of MRI into different regions, distance based clustering 

was applied. For feature reduction, Independent Component Analysis (ICA) was 

applied, and finally, the MRI‘s were classified into normal and abnormal using 

Support Vector Machine (SVM).   

The authors in [18], proposed two steps approach for brain MRI classification. In 

the first stage, the informative features were extracted from brain MRI using the 

spider web plot which is based on wavelet entropy. For classification of MRI into 

normal and abnormal, Probabilistic Neural Network (PNN) was applied.  

The authors in [19] used an Artificial Neural Network (ANN) for classification of 

normal and abnormal (benign and malignant) MRI. The approach consists of three 

stages; Feature Extraction, Feature Reduction, and finally Classification. In order to 

extract features from MRI, Principal Component Analysis (PCA) was used. The 

important features extracted from brain MRI were mean, variance, and median, 

correlation values of minimum and maximum intensity. For the classification of 

MRI into normal, a benign tumor and malignant tumor, the Back Propagation 

Artificial Neural Network (BP-ANN) was designed. The BP-ANN was proved as an 

excellent classifier for accurate and fast classification.  

The authors in [20] introduced a novel approach for finding any abnormality in 

different brain parts. The proposed approach was applied to different types of 

imaging modalities including T2 weighted images, T1 weighted images, PD images 

and MRI images. The developed approach consists of four main stages; Image Pre-

Processing, Feature Extraction, Feature Reduction, and Classification. In the first 

stage, the increase in contrast between the abnormal and normal tissues of brain 

images is carried out and the Discrete Fourier Transform (DFT) of the image is 

calculated. In the proposed approach non-statistical features have been extracted 

from the images and kernel-F score method has been used for feature reduction. 

These reduced features are fed to Multi-Layer Perceptron (MLP) for classification.  

For the classification of normal and abnormal brain MRI, the authors in [21] 

applied Artificial Neural Network (ANN). The task of classification was 

accomplished in three stages; Pre-Processing, Feature Extraction and Classification. 

For sharpening and enhancement of brain MRI images, Morphological Operations, 

and Histogram Equalization were performed in the pre-processing stage. For 
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extraction of valuable features, Grey Level Co-occurrence Matrix (GLCM) was 

applied.   

A hybrid technique was used by the authors in [22] for brain MRI classification. 

The classification process has been carried out in three stages; Feature Extraction, 

Feature Reduction, and MRI Classification. Discrete Wavelet Transform (DWT) has 

been used for feature extraction. For feature reduction, Principal Component 

Analysis (PCA) has been used. In the classification stage, two classifiers; k-Nearest 

Neighbor (k-NN) and Feed Forward Back Propagation Artificial Neural Network 

FP-ANN) have been used for binary classification (normal and abnormal MRI). The 

results obtained have been compared with the state of art techniques and found 

effective and robust in comparison with the other approaches.  

For discrimination of different types of brain tumors, the authors in [23] proposed 

a software application. The approach was applied to T1 weighted images. For 

feature extraction, Least Squared Feature Transformation (LSFT) was applied 

whereas for classification, a modified form of Probabilistic Artificial Neural 

Network (PANN) was used. The method was applied to discriminate the primary 

and secondary brain tumor and also to discriminate the gliomas and meningiomas. 

 

3. Proposed Methodology 

The proposed methodology performs the classification of normal and pathological 

MRI in three stages as described in Figure 2. 

 MRI Pre-Processing. 

 Features Extraction. 

 MRI Classification. 

 

MRI Acquisition

MRI Pre-Processing

Feature Extraction

LR Classifier

Normal Brain MRI Abnormal Brain MRI

 

Figure 2. Proposed Model 

3.1. Data Set Description 

There are different types of diseases that affect the structure of the brain and 

cause changes in the intensities of pixels representing different human brain parts. 
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In this paper, we have considered four types of brain MRI for processing; normal 

MRI, MRI affected by acute stroke, MRI affected by Alzheimer disease and MRI 

affected by the tumor. We have a total of 150 T2 weighted images downloaded from  

www.med.harvard.edu/AANLIB  (Harvard Medical School Website). Out of these 

150 images, 75 were normal and 75 were abnormal images. The abnormal brain 

images including 25 images affected by acute stroke, 25 affected by Alzheimer 

disease and 25 general tumor images. Figure 3 shows one image from each of these 

four classes. During experimentation, we have performed the binary classification of 

brain MRI into normal an abnormal MRI. 75 normal images have been put in one 

class and other 75 images (25 images of each disease) have been put in the other 

class. 

 

 

Figure 3. A. Normal MRI, B. MRI with Acute Stroke, C. MRI with Alzheimer 
Disease, D. MRI with Tumor 

3.2. MRI Pre-Processing 

After the image acquisition the pre-processing step is applied for removal of the 

background and noise from the brain MRI. At this stage, some undesired 

components such as scalp and skull are also removed.  Mainly three activities are 

performed during this step; skull removal, noise removal and the transformation of 

MRI to some other suitable format for further processing. The main type of noise 

that affects the MRI is the salt and pepper noise. The median filter is considered to 

be the best option for removal of salt and pepper noise [24]. The median filter has 

the capability of removal of noise without disturbing the edges of the image. In the 

proposed model, a median filter of size 3x3 has been applied. After noise removal,  

A B 

C D 

http://www.med.harvard.edu/AANLIB
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mostly the skull is removed from the brain MRI which contains some components 

which do not represent the actual brain [25].  

Actually, the brain constitutes a small portion of the whole brain MRI. There are 

many extra parts like the skull itself and the air present inside the MRI. There are 

standard data sets available with the skull  already removed for enabling researchers 

to carry out the task very easily [26]. For this study the images have been 

downloaded from the Harvard Medical College website with the skull already 

removed. During the image transformation stage, the MRI is converted from grey 

scale to color MRI for extraction of color moments which are the main features on 

the basis of which the classification of brain MRI will be performed. We will extract 

three color (Red, Green and Blue) channels from the image to extract RGB features. 

Figure 4 (a) shows the grey scale image whereas figure 4 (b) represents the color 

(RGB) image after transformation.  

  

 

Figure 4. A. Grey scale MRI Image before the Pre-Processing B. Grey Scale 
MRI Image after Pre Processing 

3.3. MRI Feature Extraction 

In the proposed algorithm, two types of features have been considered.  

1. Color Moments. 

2. Texture Features. 

Color moments and texture features are extracted from the color image after the 

conversion of the grey scale image to color MRI. For extraction of the color 

moments, the first three channels; Red, Blue and Green are separated from the color 

MRI and then extracted from the RGB image. First four color moments, i.e. Mean, 

Variance, Skewness, and Kurtosis are computed for each of the three color channels. 

Three texture features; Mean Absolute Deviation (MAD), Energy and Entropy have 

been considered for the MRI classification in the proposed technique. The detailed 

description of the extracted features from color MRI having four Color Features and 

three Texture Features, including their mathematical representation is provided in 

the Table. 1.  

 

 

A B 
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Table 1. Extracted Features 

Color Moments 

Feature Equation Description 

Mean          Mean represents the average of intensities 

of all pixels of the red, green and blue 

channel.  

Variance   Variance represents the variations in the 

intensities of all pixels of the red, green 

and blue channel.  

Skewness   Skewness represents the asymmetry in the 

intensities of all pixels of the red, green 

and blue channel. 

Kurtosis   It represents the peak or frequency of the 

extreme in the intensities of all pixels of 

the red, green and blue channel. 

Texture Features 

Mean 

Absolute 

Deviation 

MD =  Represents the mean of absolute deviation 

pixel intensities in each channel. 

Energy EN =  Represents the amount of variations in the 

pixel intensities in each channel. 

Entropy ENT = -  Represents the randomness in the statistical 

measurements of the pixel intensities. 

 

3.4. MRI Classification 

The logistic regression based probabilistic classifier has been used for the 

classification of MRI into normal or abnormal [27]. The logistic regression is 

suitable for two class classification problems like normal MRI and abnormal MRI. 

The two class classification problem is known as a binary classification problem and 

multi class classification, as multinomial regression. In the proposed technique, we 

have used it for binary classification. Two types of vectors are used in logistic 

regression known as an input vector and output vector. The input vectors represent 

the set of features used as input to the classifier whereas the output vector represents 

the output class for each set of inputs. In order to describe the output class of input 

feature vector, a probabilistic function known as the logistic function is used by the 

logistic regression [27]. 

 

3.4.1. Logistic Function 

The probabilistic classifier used in the proposed technique uses a logistic function 

to find the probability of the input vector that belongs to a specific class [28]. The 

logistic function is mathematically expressed by (1). 

  

 
 

Where F (t) represents the logistic function, ‗t‘ represents the function of input 

feature and ‗e‘ represents the exponential function.  
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Suppose, ‗x‘ represents an input feature or combination of input features, the 

logistic function can be calculated by (2).  

 

 
 

Where F (x) represents the probability of the output class that a particular input 

feature will belong to.  Represents the regression intercept, and  represents the 

coefficient of regression. 

If we have more input features, then  can be calculated by (3). 

 

                                                          (3)    

 

3.4.2. Logit: The logit is the inverse of the logistic function is calculated by (4).  

 

 
 

3.4.3. Odd: The logistic regression predicts the odd which shows that a particular 

combination of input features will belong to some particular output class, and it can 

be expressed by (5).  

 

 
 

4. Experimental Results and Discussion 

In order to apply pre-processing and feature extraction, we used MATLAB 7.6.0 

and for classification, we applied Weka 3.7.10. Both of these applications were 

installed on Core i3 with 2.0 GB of RAM and 2.40GHz processor. 

 

4.1. Algorithm Accuracy 

A standard data set consisting of one hundred and fifty images has been used in 

the experiments, which was divided into 66% training and 33% testing. For the 

training of classifier 50 normal and 50 abnormal images have been considered. The 

normal images have been classified with 100% accuracy while the abnormal images 

have been classified with 96% accuracy during training. The overall accuracy of 

98% have been achieved with a total of 100 images during training. The detail is 

provided in the table 2.  The remaining 25 normal and 25 abnormal images have 

been considered for the testing. The normal images have been classified with 96% 

accuracy while the abnormal images have been classified with 92% accuracy during 

the testing. The overall accuracy of 94% have been achieved during the testing with 

a total of 50 images as shown in the Table 3. The results in Table 2-3 have been 

achieved with 1 Fold cross validation, in order to observe proper deviation in results 

we have performed 10 fold cross validation. The 10 fold cross validation has been 

performed with 75 normal and 75 abnormal images. The normal images have been 

classified with 89.33% accuracy while the abnormal images have been classified 

with 92% accuracy with 10 fold cross validation. The overall accuracy of 90.66% 

have been achieved during the 10 fold cross validation with a total of 150 images as 

shown in the table 4. The experimental results are quite satisfactory, but still can be 

improved.  
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Table 2. Training Data Set Accuracy 

Classification Accuracy with Normal Images  

Total Images Correctly Classified 

Images 

Incorrectly Classified 

Images 

Classification 

Accuracy 

50 50 0 100% 

Classification Accuracy with Abnormal Images  

Total Images Correctly Classified 

Images 

Incorrectly Classified 

Images 

Classification 

Accuracy 

50 48 2 96.00% 

Overall Accuracy 

Total Images Correctly Classified 

Images 

Incorrectly Classified 

Images 

Classification 

Accuracy 

100 98 2 98.00% 

Table 3. Testing Data Set Accuracy 

Classification Accuracy with Normal Images 

Total Images Correctly Classified 

Images 

Incorrectly Classified 

Images 

Classification 

Accuracy 

25 24 1 96.00% 

Classification Accuracy with Abnormal Images 

Total Images Correctly Classified 

Images 

Incorrectly Classified 

Images 

Classification 

Accuracy 

25 23 2 92.00% 

Overall Accuracy 

Total Images Correctly Classified 

Images 

Incorrectly Classified 

Images 

Classification 

Accuracy 

50 47 3 94.00% 

Table 4. 10 Fold Cross Validation Accuracy 

Classification Accuracy with Normal Images 

Total Images Correctly Classified 

Images 

Incorrectly Classified 

Images 

Classification 

Accuracy 

75 67 8 89.33% 

Classification Accuracy with Abnormal Images 

Total Images Correctly Classified 

Images 

Incorrectly Classified 

Images 

Classification 

Accuracy 

75 69 6 92.00% 

Overall Accuracy 

Total Images Correctly Classified 

Images 

Incorrectly Classified 

Images 

Classification 

Accuracy 

150 136 14 90.66% 

 

4.2. Comparative Analysis 

In this section, the classification accuracy of probabilistic classifier has been 

compared with the results achieved by [23] with Normal Densities Based Linear 

(NDBL) classifier, Naïve Bayes Classifier, Support Vector Machine (SVM), and 

Artifical Neural Network (ANN). The authors in [23] applied Leave One Out (LOO) 

and External Cross Validation (ECV) for discrimination of the primary and 

secondary brain tumor using different techniques. The proposed technique has 
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outperformed all these techniques by a notable margin. The classifier based 

comparison of the probabilistic classifier is provided in the Table. 5. The detailed 

comparison of the proposed technique with LOO and ECV methods is provided in 

the Table 6, and 7, respectively. 

Table 5. Comparative Analysis of Probabilistic Classifier with other 
Classifiers 

Serial No Name of Classifier Classification 

Accuracy 

1 Normal Densities Based Linear (NDBL) classifier 75.38%  

2 Naive Bayes (NB) classifier 72.82%  

3 Support Vector Machine (SVM) classifier 87.60%  

4 Artificial Neural Network (ANN) 92.75%  

 Proposed Algorithm (Logistic Regression) 94.00%  

Table 6. Classification Results for Discrimination of Primary and Secondary 
Tumors using LOO Method [23] 

 

Approach Applied 

Accuracy of 

Primary Tumor  

Accuracy of 

Secondary 

Tumor  

Overall 

Classification 

Accuracy 

1. PNN 86.96% 95.24% 89.55% 

2. Linear LSFT-PNN 89.13% 95.24% 91.04% 

3. SVM-RBF 91.30% 85.71% 89.55% 

Proposed Approach Normal (96%) Abnormal (92%) 94.00% 

Table 7. Classification Results for Discrimination of Primary and Secondary 
Tumors using ECV Method [23] 

Approach Applied Accuracy of 

Primary Tumor 

Accuracy of 

Secondary 

Tumor 

Overall 

Classification 

Accuracy 

1. PNN 84.38% 52.86% 74.78% 

2. Linear LSFT-PNN 89.38% 37.14% 73.48% 

3. SVM-RBF 93.75% 30.00% 74.35% 

4. ANN 88.13% 61.43% 80.00% 

5. Cubic LSFT-PNN 81.25% 71.43% 78.26% 

Proposed Approach Normal (96%) Abnormal (92%) 94.00% 

 

5. Conclusion and Future Work 

In this paper, a probabilistic classifier based approach has been used for the 

classification of human brain MRI into normal or abnormal classes. The algorithm 

consists of three simple stages; preprocessing, feature extraction and MRI 

classification. In the preprocessing, the median filter has been applied to remove 

salt and pepper noise. In feature extraction, color moments and texture features have 

been extracted as main features. For extraction of color features, the grey scale 

image has been converted into color MRI and then red, green and blue channels 

have been extracted. Four color moments; mean, variance, skewness and Kurtosis; 

and three texture features; mean absolute deviation, energy and entropy have been 

computed for each of the red, green and blue channels. The probabilistic classifier 

based on logistic regression has been used for classification. The algorithm gave 
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98% accurate classification results for training data set, 94% accurate results for the 

testing data set and 90.66% accurate results for 10-Fold cross validation. This 

simple algorithm can be extended to other types of classification, which is left as 

future work.  
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