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Abstract 

In recent years improvement of new and effective medical domain applications has 

vital role in research. Computational Intelligence Systems (CIS) has profound influence 

in the enlargement of these effective medical field applications and tools. One of the 

prevalent diseases that world facing is heart disease. The Computational Intelligence 

Systems uses input clinical data from different knowledge resources throughout the world 

and applies this data on different computational intelligence tools that uses sophisticated 

algorithms. The sophisticated algorithms plays prominent role in the construction of 

medical clinical analysis tools. These tools may be used as an extra aid for the clinical 

diagnosis of the diseases for the doctors and clinicians. In this paper a novel method for 

the diagnosis of heart disease has been proposed using Genetic Algorithms. In this 

approach an effective association rules are inferred using Genetic Algorithm approach 

which uses tournament selection, crossover, mutation and new proposed fitness function. 

The Cleaveland data set is used for the experimentation. This data set is collected from 

the UCI machine learning repository experimental results are prominent when compared 

with some of the supervised learning techniques. 
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1. Introduction 

The extraction of useful data and mapping of hidden patterns and relationships from 

the huge databases, we need to merge different technologies. One such is merging the 

data mining with the statistical analysis, machine learning and database technology [1]. 

This technology is used in many areas including the medical services. Data mining 

techniques can be used effectively in surgical procedures, medical tests, medication, and 

the discovery of relationships among clinical and diagnosis data along with predicting the 

diseases [2]. The knowledge, rich data that is available in the database is not the one the 

clinical decisions are made, these are made by the doctors observations and experience 

[3]. The problem in the decisions is that the doctor’s expertise is not even in every sub-

specialty and is in several places as a scarce resource [3]. 
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The technology is more useful when we come across the patients suffer with more than 

one type of disease of same category. In such cases the information obtained from the 

patient may be interrelated with the signs and symptoms in the medical diagnosis where 

the physicians may not be able to diagnose accurately [4]. So the quality services with an 

affordable cost can be given to the patients with the help of appropriate computer-based 

information and/or decision support systems [5]. With the help of the clinical decision 

support systems (CDS) the individuals with the appropriate knowledge and persons 

specific information can intelligently filter the data and can be presented at appropriate 

times. A few health care institutions using the CDS effectively in obtaining the 

information needed for the users [6]. There is a gradual incline in the clinical databases 

[7] where storage of patients information is done and usage of data mining on this data to 

obtain the useful information which can lead to a successful decision. Clinical decision 

process is not an easy task it must be accurate and sometimes quick, but uncertainty 

occurs in every stage. The problem of uncertainty is due to different reasons which 

includes patients not describing accurately what has happened to them or how they suffer, 

doctors and nurses cannot explain exactly what they detect, some degrees of error in the 

laboratory reports, inability of the medical researchers not precisely characterizing how 

diseases modify the normal functioning of the body and no one can precisely determine 

ones prognosis [8], [9]. There was a lot of improvement has been achieved in both 

theoretical and practical areas since the idea of the computer-based clinical decisions has 

been started, but still a number of obstacles exist in the implementation of the technology. 

In this proposed work Genetic Algorithm technique is used to construct a 

computational intelligence technique for the diagnosis of heart disease. The preprocessing 

of the data is done on the heart disease dataset by removing the missing values and the 

noise information. 

 

2. Heart Disease 

In the present scenarios, there is drastic change can be observed in the health care of 

the world’s population where the major deaths are being occurred from the non-

communicable diseases (NCDs), such as diabetes, cancer, depression and heart disease, 

replacing infectious diseases and malnutrition as the leading causes of disability and 

premature death. Interestingly it is not the developed countries that are affected by the 

cardiovascular disease but we can find a large number of low income countries including 

both men and women are equally affected [14, 15].The developing countries are showing 

an increased rate of CVD which is almost double compared to the developed countries 

[17]. All over the world cardiovascular diseases account for high morbidity and mortality.  

A decline is seen in some countries due to the health policies of those governments. 

The term “cardiovascular disease” is a category of heart disease comprises of a variety of 

conditions that upset the heart and the blood vessels and the way in which blood is 

pumped and circulated in the body. Cardiovascular diseases are contributing towards an 

ever-increasing proportion of the non-communicable diseases in the developing countries 

[10-13]. In the countries like United States the American Heart Association in “2015 

Heart Disease and Stroke Statistics Update” claimed that Cardiovascular disease claiming 

the number of deaths 17.3 million per year and expected that it will grow to 23.6 million 

by 2030. In 2011 there were 787,000 deaths due to heart disease, stroke and CVD in U.S. 

that is about one in every three deaths [16].  

In India 52% of deaths are from CVDs occurring before 70 years compared to 23% in 

developed countries showing that younger generations are more effected [18].even in 

rural areas it was found that 32% of deaths are due to CVD where a survey was conducted 

in 45 villages proving that the affect has reached even to the rural India [19]. Coronary 

heart disease (CHD) is caused by the decreased blood and oxygen supply to the heart due 

to the narrowing of the coronary arteries. It also includes the Heart attack that is 
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myocardial infarctions in scientific terms [20].One should note that several types of 

cardiovascular disease such as high blood pressure, coronary artery disease, vascular heart 

disease, stroke, or rheumatic fever/rheumatic heart disease exist. 

 

3. Data Set Description 

The data set for this experiment was obtained from the data mining repository of the 

University of California, Irvine (UCI) [21]. The heart disease data set section contains 

four databases Cleveland, Hungary, Switzerland and the VA Long Beach. Most of the 

researchers use the Cleveland data set; hence we also opted for it. Cleveland data set is 

taken which contains 303 instances with 76 attributes and the data was collected by the 

Robert Detrano. Previous researches used 14 attributes out of available 76 attributes from 

the pre-possessed Cleveland data set. The attributes that are considered are Age, sex, chest 

pain type, resting blood pressure, serum cholesterol in mg/dl, fasting blood sugar, resting 

electrocardiographic results, maximum heart rate achieved, exercise induced angina, ST 

depression, slope of the peak exercise ST segment, number of major vessels, thal and 

diagnosis of heart disease are presented. 

 

4. Previous Related Work 

John Holland and his group first introduced the Genetic Algorithm (GA) in early 60s 

[22]. It was extensively adopted to solve many optimization problems in engineering and 

science. GA was proved efficient search in complex space. The GA is more useful for 

large datasets. A hybrid classification algorithm was proposed by D. Kelly, Jr and 

Lawrence Davis using k-nearest neighbor and GA [23]. De Falco et. al., used 

evolutionary system for inferring explicit classification rules from breast cancer data set 

[24]. Korkut Koray Gundogan et. al., used GA technique with non-random initial 

population and uniform operator method to infer classification rules [25]. Dehuri and Mall 

proposed a multi-objective genetic algorithm for inferring highly predictive and 

comprehensible classification rules on massive datasets. 

 

5. Proposed Methodology for Heart Disease Classification 

The initial Genetic Algorithm proposed by J H Holland was based on “Survival of the 

fittest”. In this paper the heart disease data set is classified using the GA classifier. It uses 

association rule mining concept to infer best and effective rules from the given input data 

set. The initial rules which are known as chromosome is represented using the 

combination of attributes and operators. The individual rules consist of two parts that is ‘if 

part’ and ‘then part’. 

 

5.1. Chromosome Representation 

The chromosomes are build using if  then rules. A general chromosome is 

represented as below. 

Ai OPi Vij 

Where, Ai represents i-th predictor attribute, 

OPi represents set of operators { =, <, >, <=, >= } used to construct the if  then rules 

and Vij  represents j-th value of i-th attribute. 

 
 

Ai OPi Vij 

 

 

……………………. 

 

Ak OPk Vkj 

Figure 1. Individual Genome Representation 
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Attribute-1 

 

Attribute-2 Attribute-3 
Class 

Label 

Figure 2. Rule with Attributes and Class Label 

 

= 
>= <= 

Figure 3. Operator Combination for the above Attributes 

The absence of attribute is represented with symbol “#” in the operator combination. 

The general rules are as follows 

P  Q 

P ^ Q value represents the number of samples in the data set that are fulfilling the 

antecedent and consequent parts of the given rule. 

P represents the number of samples in the data set that are satisfying only the 

antecedent part in the rule. 

Q represents the number of samples that are satisfying the only the consequent part in 

the rule. 

L is used to specify the possible maximum number of attributes that are participating in 

the rule.  

B represents number of attributes that are participating in the current rule. 

The general performance measures True Positive (TP), True Negative (TN), False 

Positive (FP) and False Negative (FN) are used to construct the fitness function [26]. 

Sensitivity: The ability of the method to identify the occurrence of target class 

accurately. 

Sensitivity= TP/[TP+FN] 

Specificity: The ability of the method to separate the target class accurately. 

Specificity= TN/[TN+FP] 

Comprehensibility: It is measured using the number of attributes on the left hand side 

of the rule [V6]. 

Comprehensibility = [L-B]/[L-1] 

Fitness Function = Sensitivity * Specificity + (0.2) * Comprehensibility    [27]. 

The flow chart for the proposed GA is presented in Figure 5. It contains those steps as 

follows: 

Step 1: Generation of Initial population 

Step 2: Calculate the fitness values of each individual  

Step 3: Select individuals to generate next population 

Step 4: Apply cross over operation to generate next population 

Step 5: Apply mutation operator to generate better siblings 

Step 6: Continue above five steps until it met stopping condition. 

Step 7: Sort the rules based on their fitness values. 

Step 8: Measure the classifier performance using test set on inferred rules. 



International Journal of Bio-Science and Bio-Technology 

Vol.8, No.2 (2016) 

 

 

Copyright ⓒ 2016 SERSC  367 

In this paper tournament selection method is used for selecting the offspring 

individuals. This predicts the convergence rate of the gap between individuals. 

 

5.2. Tournament Selection Steps 

Step 1. Choose any two rules randomly from first half (pool 1) and second half (pool 2) 

of the total population where one is taken from pool-1 and other is taken from pool-2. 

Step 2. Choose the parents with maximum fitness value from pool 1 and pool 2 to create 

pool 3. 

Step 3. Apply GA operators on pool 3 rules. 

 

5.3. Crossover Operation 

In crossover operation it takes two individual rules as input and selects a random point 

in the rules and interactions sub expression at the rear point. Types of crossover operators 

are used depending up on the selection of random point on the rule that is single 

crossover, double crossover and multi crossover; it is shown in the Figure 4. 

 

 

Figure 4. Single Point Crossover 
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Figure 5. Genetic Algorithm Flow Chart 

5.4. Mutation Operator 

The genetic diversity from one offspring to another is continued using one of the 

genetic algorithm operator known as mutation operator. Mutation changes one or more 

gene values in the chromosome from its initial state. This mutation operator may produce 

better offspring by making changes in the values of the parent chromosome. In this 

method the attribute values in the rule are mutated and applied to produce new off springs 

with better fitness values. 
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5.5. Stopping Criteria 

If all the instances in the data set belongs to the same class label 

If data set have all related instances in the attribute list 

If the data set is empty 

 

5.6. Performance Metrics 

Accuracy, Sensitivity and Specificity are the most widely used performance metrics in 

computation intelligence systems [28]. k-fold cross validation is used to improve the 

measures of performance. This work has been carried out using the 3 fold cross validation 

approach. The performance metrics are presented in table 1. 

Table 1. Performance Measures. 

Measure Formula 

Accuracy 
FNFPTNTP

TNTP




 

Sensitivity 
FNTP

TP


 

Specificity 
FPTN

TN


 

 

6. Results and Conclusion 

In this work the authors described GA technique to construct computational 

intelligence methods for the diagnosis of heart disease. The performance of the model is 

validated using 3-fold cross validation approach. The input heart disease data set is taken 

from UCIML repository. The average accuracy, sensitivity and specificity obtained each 

fold is presented in the tables 2,3 and 4. The average rules that are inferred to classify the 

test data instances in each fold are around 8. The better and consistent results can be 

obtained using hybrid models that are by combining GA with other well suited 

techniques. This approach can be used for other disease datasets. 

Table 2. Presentation of Accuracy, Sensitivity and Specificity  
Using Fold-1 

Initial Rules 
Fold-1 

Accuracy Sensitivity Specificity 

25 83.6 68.1 79.8 

50 87.7 69.4 78.1 

75 90.6 77.3 80.9 

Table 3. Presentation of Accuracy, Sensitivity and Specificity  
Using Fold-2 

 

 

 

 

 

  

Initial 

Rules 

Fold-2 

Accuracy Sensitivity Specificity 

25 79.1 65.4 78.3 

50 85.6 70.1 78.2 

75 89.7 75.2 80.1 
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Table 4. Presentation of Accuracy, Sensitivity and Specificity Using Fold-3 

Initial 

Rules 

Fold-3 

Accuracy Sensitivity Specificity 

25 82.8 69.2 76.8 

50 87.2 70.4 80.1 

75 91.1 79.0 81.1 

Table 5. Average Accuracy with Different Initial Rules 

Initial Rules 
Average Accuracy 

(%) 

25 81.83 

50 86.83 

75 90.46 

The performance of the proposed classifier has been tested by comparing with state-of-

art techniques which is presented in the table 6. When compared with the other models 

the proposed method gives better accuracy over the other methods on Cleveland data set. 

Table 6. Average Accuracy Obtained with Different Classifiers Using 
Cleveland Data Set 

Method 

Average 

Accuracy (%) Authors 

28-NN, stand 

Euclidean 85.1 WD/KG 

LDA 84.5 

Ster & 

Dobnikar 

Fisher discriminant 

analysis 84.2 

Ster & 

Dobnikar 

16-NN 84 NCU 

25-NN 83.6 NCU 

FSM 82.4 R.Adamczak 

Naïve Bayes 82.5-83.4 

Rafal, Ster, 

Dobnikar 

C4.5 77.8 Bennet & Blue 

Our method 90.46 -- 
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