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Abstract 

From the recent diversity of face recognition applications, it can be concluded that 

studies on face recognition are being actively conducted. However, high-performance 

algorithms sometimes cannot be adopted because of environmental reasons such as pose 

variation of targets or lighting conditions at the outdoor CCTV. Further, a low-resolution 

CCTV image cannot be used for an appearance-based high-performance method. 

Therefore, we consider pixel-based face recognition methods as CCTV applications. 

Before applying the methods, a Retinex-based illumination normalization method is used. 

The methods are applied with various facial poses, and three kinds of face recognition 

methods are comparatively analyzed in this paper. The experimental results showed that 

linear discriminant analysis exhibited the best performance as the matching method 

taking into consideration various facial poses. 
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1. Introduction 

Recently, improvement in face recognition performance has been accelerating owing to 

advances by leading technology companies such as Facebook and Google. In particular, 

deep-learning-based face recognition techniques have seen dramatic developments in the 

biometric industry. DeepFace, developed by Facebook, is an example of a structure that 

utilizes deep learning [1]. Many security and social network applications use face 

recognition techniques [2], such as the tagging system of Facebook in Fig 1. However, 

this high-performance algorithm is difficult to use with low-resolution images 

characterized by various facial poses and lighting conditions. Therefore, we look at the 

traditional face recognition methods. 

Traditional face recognition methods can be classified into three types. First, 

appearance-based face recognition methods use global feature extracted from the face 

region. Principal components analysis (PCA) and linear discriminant analysis (LDA) can 

be categorized as appearance-based methods [3]. Second, texture-based face recognition 

methods use textural characteristics extracted from the local face region. In texture-based 

methods, local binary pattern (LBP) is generally used [4]. Third, geometry-based face 

recognition uses the positions of feature points such as the eyes, nose, and mouth. For 

example, the active appearance model is regarded as a geometry-based method [5]. 
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Figure 1. A Tagged Photo from the Facebook Social Network (Up), 
and the Visualization Illustrating the Social Connections among these 

Two Individuals and their Friends (Down) [1] 

Especially in criminal situation monitoring and recognition, continuous checking and 

wide-range monitoring are needed. Therefore, recent face recognition algorithms are 

frequently applied to CCTV systems to implement intelligent CCTVs. Because the face 

image in the typical CCTV camera has a low resolution, geometry-based methods cannot 

be considered in this situation. Consequently, appearance- and texture-based face 

recognition methods can be used as CCTV applications. 

In this paper, pixel-based face recognition methods such as PCA, LDA, and LBP are 

comparatively analyzed in terms of recognition accuracy. Here, facial pose variation is 

considered by multi-frame enrollment of a single subject. 

 

2. Used Methods 

Three recognition accuracies of face recognition methods are analyzed. Before face 

recognition, an illumination normalization algorithm is applied to eliminate lighting 

variation. The illumination normalization algorithm will be described in the next 

subsection and the three face recognition methods in the following subsections. 

 

2.1. Illumination Normalization 

The Retinex-based illumination normalization method normalizes light conditions in 

the original image by using light condition elements extracted through the blur image of 

the original image [6]. 

First, the blur image is extracted from the original image by using an average 

convolution filter. The blur image includes the light condition elements of the original 

image. Next, the illumination removing image is calculated from the difference between 

the original image and the blur image. Finally, the illumination normalizing image is 

formed by normalizing the histogram of the illumination removing image. Fig 2 contains 

visualizations and examples of the aforementioned algorithm. 
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Figure 2. Visualizations (left) and Examples (right) of the Illumination 
Normalization Algorithm 

 
2.2. PCA Face Recognition Method 

PCA uses an eigenvector calculated from the enrolled face images. Because the 

eigenvector is acquired by analyzing the principal components of the input data, unique 

eigenvectors can be selected to represent dimension-reduced face information. PCA is 

regarded as a linear transformation from high-dimensional data to a low-dimensional sub-

space [3]. In addition, PCA approximates vectors by calculating a basis in an appropriate 

lower-dimensional space. Eigenvectors can be represented as an image, as shown in Fig 

3, by allocating pixel values at each dimension that are called eigenfaces. 

 

Figure 3. Eigenfaces Calculated by PCA 

The following is a description of the PCA algorithm: 

Step 1: Data setting 

First, let   be a random vector with observation     
 . 

  *          + 

Where 
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 : A set of face images 

 : Each face image 

 : The number of face images 

 

Step 2: Compute the mean 

After forming set  , compute the mean   using the following equation: 

  
 

 
∑  

 

   

 

 

Step 3: Compute the difference between the original image and the average image 

Save the difference    between the original image    and the average image   : 

           

 

Step 4: Compute the covariance matrix 

Compute the covariance matrix   using the following equation: 

  
 

 
∑    

 

 

   

 

 

Step 5: Compute the eigenvalues and eigenvectors of the covariance matrix 

In this step, compute the eigenvalues    and eigenvectors    of covariance matrix 

 . 

         

 

Step 6: Select the feature vectors 

As the eigenvalue of the eigenvector is larger, it represents the better features of 

the face. Therefore, finding the eigenvector    having the maximum eigenvalue    is 

necessary. On the other hand, as the eigenvalue of the eigenvector is smaller, it 

represents the less features of the face. Therefore, removing the eigenvectors having 

small eigenvalues is necessary. 

After obtaining the eigenvalue    in the aforementioned manner, training sets are 

created from the eigenvalue    . New input images are also classified using the 

created training sets. 

 

2.3. LDA Face Recognition Method 

LDA is similar to PCA in terms of the use of linear transformations and dimension 

reduction. LDA is especially used to classify input data. For the classification, both the 

within-class scatter of each class and the between-class scatter are calculated. Because the 

purpose of LDA is classification into different classes, the representative vectors are 

determined by maximizing between-class scatter and minimizing within-class scatter. 

Consequently, LDA classifies unknown class data on the basis of the aforementioned 
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representative vectors. Using a similar method as for eigenfaces, the vectors can be 

represented by images (Fisherfaces) as shown in Fig 4. 

 

Figure 4. Fisherface Calculated by LDA 

A description of the LDA algorithm follows: 

Step 1: Make dataset 

Let   be a random vector with samples drawn from   classes, and let each class 

have n data. 

  *          + 

   *          + 

Where 

 : Dataset of   classes 

  :   class including   data 

 

Step 2: Calculate the total mean and the means of classes    *       + 

The means    of    are calculated,    *       +: 

   
 

|  |
∑   
     

 

where |  | is the data size of   class, and the total mean   of the entire data    is 

calculated for    *       +: 

  
 

 
∑  

 

   

 

Where 

 : Data size of the entire data 

 

Step 4: Calculate two scatter matrices 

The within-class scatter matrices    are calculated with the following equation: 

    ∑ ∑ (      )(      )
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where    is the size of classes included in set  , and the between-classes scatter 

matrices    are calculated with the following equation: 

    ∑  (    )(    )
 

 

   

 

 

Step 5: Look for a projection 

Fisher’s classic algorithm now looks for a projection   that maximizes the class 

separability criterion by using the following equation: 

            
|     |

|     |
 

 

A solution to this optimization problem is given by solving the general 

eigenvalue problem [7]. 

             

  
             

Step 6: Classify input images 

By comparing the projection of the input image with the projection of the training 

images, the similarity between an input image and each class is calculated. The 

input images are thus classified into similar classes. 

 

2.4. LBP Face Recognition Method 

LBP is a simple and strong algorithm for local feature descriptors. LBP was 

originally designed for texture representation. Regional characteristics of a certain 

size are represented by a decimal number. Decimal numbers of an entire image are 

then used to compare different images. Fig 5 shows examples of LBP numbers 

represented in image format. 

 

 

Figure 5. LBP Images Generated from Original Face Image (left: 
Original, Right: LBP Image) 
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For calculating LBP numbers, the following method is applied to each pixel of 

the entire image. First, a 3 3 area around one pixel is binarized with the threshold 

extracted from the center pixel. Next, the binarized eight pixel values are 

represented by a single decimal or binary value [8]. Fig 6 shows a visualization of 

this method. 

 

Figure 6. Explanation of How to Get LBP Code [8] 

The following is the formula representing the aforementioned method: 

           ∑   (     )

   

   

 

Where 

(     ): The center pixel 

  : The value of center pixel 

  (   *       +):   neighborhood pixels of center pixel 

The function   is defined as follows: 

 ( )   {
        
       

 

 

3. Experimental Result 

To perform experiments, 20-s facial videos (640 × 480, 30 frames/s) were 

captured. Without illuminative variation, five subjects’ videos were captured in 

which pose variations (front, left, right, up, and down) were included as shown in 

Fig 7. 

 

Figure 7. Composition of 20-s Experimental Video 

In the captured video, 600 frames were used for face recognition. Failure frames 

of face detection were excluded, and 10 frames of each video were used as 

enrollment images. Here, the face region was cropped and resized at 92 × 112 pixels. 

To perform the experiment taking facial pose variation into consideration, three 

types of enrollment were organized as shown in Fig 8. Type #1, as in Fig 8(a), has a 

large amount of facial pose variation. On the other hand, type #3, as in Fig 8(c), has 

no facial pose variation. Type #2, as in Fig 8(b), has a medium variation between 

type #1 and type #3. 
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Figure 8. Three Type of Enrollment. (a) Type #1: Large Facial Pose 
Variation, (b) type #2: Medium Facial Pose Variation, (c) Type #3: No 

Pose Variation 

First, Table 1 shows the recognition accuracies in terms of the enrollment types 

(#1, #2, and #3) and the recognition method (PCA, LDA, and LBP). The accuracy is 

calculated by dividing the number of genuine recognized frames by the total number 

of face detected ones. 

Table 1. Recognition Accuracies in Terms of Enrollment Types and 
Recognition Methods 

Method 

Types 
PCA LDA LBP 

#1 84.76% 93.53% 83.18% 
#2 81.77% 63.02% 84.08% 
#3 63.99% 66.06% 64.07% 

 

It is seen that the LDA-based face recognition method showed the best 

performance when the type #1 enrollment criterion was used. Because LDA trained 

enrolled face images in terms of classification, we concluded that the method 

showed the best recognition accuracy. Because input data has facial pose variation, 

the type #2 or #3 enrollment criterion is inadequate. Therefore, only the type #1 

result is regarded as reliable. PCA showed a similar recognition performance as 

LBP. 

 

4. Conclusion 

In this study, three generally used appearance-based face recognition methods—

PCA, LDA, and LBP—were comparatively analyzed in terms of recognition 

accuracy. In the experiment, facial pose variation was considered on the basis of 

three types of enrollment criteria. The results show that LDA exhibited the best 

recognition performance compared with PCA and LBP. In particular, PCA showed a 

similar performance as LBP. In future, we will apply the type #1 enrollment 

criterion and the LDA recognition method to CCTV, after which the field test will 

be performed. 
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