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Abstract 
Single Nucleotide Polymorphisms (SNPs), a single DNA base varying from one individual 

to another, are believed to be the most frequent form responsible for genetic differences. 
Haplotypes have more information for disease-associating than individual SNPs or 
genotypes; it is substantially more difficult to determine haplotypes through experiments. 
Hence, computational methods that can reduce the cost of determining haplotypes become 
attractive alternatives. MEC, as a standard model for haplotype reconstruction, is fed by 
fragments input to infer the best pair of haplotypes with minimum errors needing correction. 
It is proved that haplotype reconstruction in the MEC model is a NP-Hard problem. Thus, 
researchers’ desire reduced running time and obtaining acceptable results. Heuristic 
algorithms and different clustering methods are employed to achieve these goals. In this 
paper, Harmony Search (HS) is considered a clustering approach. Extensive computational 
experiments indicate that the designed HS algorithm achieves a higher accuracy than the 
genetic algorithm (GA) or particle swarm optimization (PSO) to the MEC model in most 
cases. 
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1. Introduction 

Availability of the complete genome sequence for human beings makes it possible to 
investigate genetic differences and associate genetic variations with complex diseases [1]. It 
is generally accepted that all human beings share about 99% identity at the DNA level, with 
only some regions of differences in DNA sequences responsible for genetic diseases [4, 5]. 
Single Nucleotide Polymorphisms (SNPs), a single DNA base varying from one individual to 
another, are believed to be the most frequent form responsible for genetic differences [16] and 
are found approximately every 1,000 base pairs in the human genome. They are promising 
tools for disease association studies. Every nucleotide in an SNP site is called an allele. 
Almost all SNPs have two different alleles, known here as 'A' and 'B'. The SNP sequence on 
each copy of a chromosome pair in a diploid genome is called a haplotype, which is a string 
over {'A', 'B'}. SNP fragments are composed of gaps and errors. One question arising from 
this discussion is how the distribution of gaps and errors in the input data affects 
computational complexity. 

Some models discussed for haplotype reconstruction include Minimum Error Correction 
(MEC) [17], Longest Haplotype Reconstruction (LHR) [7], Minimum Error Correction with 
Genotype Information (MEC/GI) [12], and Minimum Conflict Individual Haplotyping 
(MCIH) [1]. Our research chose the standard MEC, a standard model for haplotype 
reconstruction that is fed by fragments as an input to infer the best pair of haplotypes with 
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minimum error correction. For the MEC model, two different procedures can be employed to 
resolve the problem: First, partitioning and clustering methods can be designed to divide the 
SNP fragments into two classes. In this approach, each class corresponds to one haplotype. 
To infer the haplotypes from each partition, another function is designed, described later in 
this paper. The second approach is based on inferring haplotypes directly from SNP 
fragments and simultaneously correcting the errors. 

It was proved that haplotype reconstruction in the MEC model is an NP-Hard problem [1]. 
Thus, researches desire reduced running time and obtaining acceptable results [18, 19]. 

A meta-heuristic algorithm, mimicking the improvisation process of music players, has 
been recently developed and named Harmony Search (HS) [10, 14]. In this paper, we propose 
an algorithm based on HS, for a haplotype reconstruction problem in a minimum-error-
correction model. To demonstrate the effectiveness and speed of HS, we have applied HS 
algorithms on a standard SNP fragments database and received good results compared to GA 
and PSO. The evaluation of the HS experimental results showed considerable improvements 
and robustness. 

In the next section, biological definitions such as SNP, SNP fragments, and haplotype are 
formulated. Next we introduce GA, PSO, and K-means as related works in the MEC model, 
two of these three approaches are considered as supplemental methods for our solution. In the 
next section, the proposed approach is discussed in detail. In this section, the HS algorithm 
(Harmony Search) and its properties, along with functions of the algorithm, are discussed for 
the MEC model. The final two sections are Results and Discussion regarding the different 
data-sets and Conclusion. 
 
2. Formulations and Problem Definitions 

Suppose there are m SNP fragments from a pair of haplotypes. Each SNP fragment (here 
after "fragment") corresponds to one of the two target haplotypes. M=mij is defined as a 
matrix of fragments, of which each entry mij has a value ‘A’, ‘B’ or ‘-’ (‘-’ is a missing or 
skipped SNP site, which is called a "gap"). The rows and column of the matrix Mn×m 
demonstrate fragments and SNP sites, respectively. The length of fragments including their 
gaps is the same as the two haplotypes, which is equal to n. 

We use partition P(C1,C2) (C1 and C2 are two classes) to formulate the problem. P is an 
exact algorithm or clustering method that divides fragments into C1 and C2 (Figure 1). 

 

 
Figure 1. Classifying SNP Fragments from M 

 
---010—00 Class1: 
110111—00 Class2: 
1-0-111—1 Class2: 
00111011- Class1: 
00-0110-1 Class1: 
00011-1-- Class2: 
110011001 Class1: 
--00-11-- Class2: 
-1-0--1-- Class2: 
-1011-110 Class2: 
1111-0011 Class1: 
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Each haplotype is reconstructed from the members of one of the classes with voting 
function. The function is performed on all fragment columns of each class in to decide the 
values on the corresponding SNP site of related haplotypes. The function is so defined: 
(Ni
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Reconstruction rate (RR) is a simple, popular means to compare the results of designed 
algorithms on existing datasets. RR, which is based on Hamming distance (HD), is the degree 
of similarity between the original haplotypes (h = (h1, h2)) and reconstructed ones (h' = (h'1 , 
h'2)). The formula d(x,y) is defined as the difference of two alleles in one SNP site. HD of two 
fragments HD(fi, fj) and RR(h ,h') are formulated as: 
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HD1 and HD2 are considered the two distances obtained from comparison of fi and 
the two other fragments (f1 and f2). 
 
3. Related Works 

• Genetic Algorithm (GA) 
To resolve haplotype assembly, Wang and colleagues proposed a genetic algorithm to 

cluster the fragments [2]. The chromosomes are defined as binary string of length m (number 
of fragments). When Chi is equal to 0 (or 1), it means that the ith fragment is considered to be 
one of the first (or the second) class members. Goodness and badness of individuals must be 
assigned based on number of error corrections required. But there are no cluster’s centers 
obtained yet. There is a fitness function recommended for evaluating the individuals by Wang 
and colleagues that computes the distance of all fragments with their class centers (the class 
centers in this problem are computed by the voting function method) [2]. 
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Figure 2. GA Chromosome and Inferring Haplotypes from One Partitioning 

• Particle Swarm Optimization (PSO) 

The particle swarm optimization (PSO) method is much like GA. In this method, first a 
population of random solutions is generated and each of these solutions moves in the search 
space to get optimized. PSO has no evolutionary operators such as crossover and mutation, 
but the particles share their information of the visited areas and the best solutions met. Qian 
and colleagues used this method for haplotype reconstruction problem in a MEC model in 
which the particles are coded the same as the described genetic algorithm [6]. 

• Heuristic Method (K-means) 

A heuristic clustering method has been published by Wang and colleagues. First, two 
fragments are selected as the primitive centers. The other fragments are clustered 
according to their HD and the specified centers. In iterations, the centers are updated 
according to newly constructed clusters and voting function. Therefor in the next 
iteration, the distance between the new centers and all the fragments has to be computed 
for clustering. Numerical results approve the efficiency of this method. 
 
4. The Proposed Framework 

In this paper, we introduce Harmony Search to solve a MEC model. Pre-processing is used 
to make compatible input for the mentioned model. We stress the basic elements of this 
algorithm, as follows. 

The Harmony Search (HS) algorithm was recently developed in an analogy with a music 
improvisation process whereby music players improvise the pitches of their instruments to 
obtain better harmony [11]. The steps in the Harmony Search procedure are as follows [11]: 

Step 1. Initialize the problem and algorithm parameters. 
Step 2. Initialize the harmony memory. 
Step 3. Improvise a new harmony. 
Step 4. Update the harmony memory. 
Step 5. Check the stopping criterion. 
These steps are described in the following subsections. 
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Step1: Initialize the Problem and Algorithm Parameters. 

In Step 1, the optimization problem is specified as follows: In the light of the goal of the 
MEC model, the goodness and badness of an individual is dependent on the number of error 
corrections. Hence, we design the following objective function: 

{ }1 2
1 2

. ( { , ,..., })( , ,..., ) , . : 0,1
.

m
m i

m n E P x x xMax f x x x sb to x
m n

−
= ∈  

Where m is length of SNP fragment, n is number of SNP fragments, xi is ith SNP of current 
SNP fragment, P{x1,x2,…,xm} is a partitioning of {x1,x2,…,xm}, and E(P{x1,x2,…,xm}) is the 
corresponding error correction in comparison with their own center, (i.e., the distance 
between center and each fragment). 

Harmony memory (HM) is a memory location where all the solution vectors (sets of 
decision variables) are stored. HM is similar to the genetic pool in GA [13]. Here, harmony 
memory considering rate (HMCR) and pitch adjusting rate (PAR) are parameters used to 
improve the solution vector. Both are defined in Step. 

 

Step2: Initialize the Harmony Memory 

In Step 2, the HM matrix is filled as follows: The first half of harmony memory is 
generated randomly, and the rest of the harmony vector is produced by combining two 
fragments. For the second half, two different fragments are chosen from the list of fragments 
(random selection). These two fragments are considered as the centers of two classes. Then, 
the rest of the fragments are separated in two classes according to the hamming distance 
between the mentioned centers and the fragments: 
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Where h[i] as one harmony_vector[i], HD as hamming distance, M[i] as ith fragments and 
also center1 and center2 both as indexes of two fragments. 
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For construction of the hypothesis space, we use a binary string of {0, 1} to express a 
classification of SNP fragments (a feasible solution to the MEC model). The HMS is a 
number of solution vectors in HM, the length of the hypothesis space (m) is number of SNP 
fragments, and the value 0 or 1 on ith site denotes ith fragment’s class-membership. For 
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example, if there are eight SNP fragments, a binary string of {10011100} denotes a partition: 
1,4,5,6 are in a class and (left) 2,3,7,8 in another class. Thus, all binary strings with the length 
of m constitute the hypothesis space. 
 

 
Figure 3. Harmony Search Approach 

Step 3. Improvise a new harmony. 
A new harmony vector, 1 2( , ,..., )mx x x x′ ′ ′ ′=  is generated based on three rules: (1) memory 

consideration, (2) pitch adjustment and (3) random selection. Generating a new harmony is 
called “improvisation” [10]. 

In the memory consideration, the value of the first decision variable ( x ′ ) for the new 
vector is chosen from any of the values in the specified HM range ( 1

1 1
HMSx x′ ′− ). Values of 

the other decision variables 2( ,..., )mx x′ ′  are chosen in the same manner. The HMCR, which 
varies between 0 and 1, is the rate of choosing one value from the historical values stored in 
the HM, while (1 – HMCR) is the rate of randomly selecting one value from the possible 
range of values. 
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with probability (1 ).
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For example, a HMCR of 0.85 indicates that the HS algorithm will choose the decision 

variable value from historically stored values in the HM with 90% probability or from the 
entire possible range with a (100–90) % probability. Every component obtained by the 
memory consideration is examined to determine whether it should be pitch-adjusted. 

This operation uses the PAR parameter, which is the rate of pitch adjustment as follows: 
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with probability ,
with probability (1 ).i

Y es PAR
x

No PAR
′ ←  −

 

The value of (1 – PAR) sets the rate of doing nothing. If the pitch adjustment decision for 
x′ is YES, x′ is replaced as follows: 

rand()*2i ix x′ ′← ⊕     

Where rand() is a random number between 0 and 1. In Step 3, HM consideration, pitch 
adjustment or random selection are applied to each variable of the new harmony vector in 
turn. 
 
Step 4. Update harmony memory. 

If the new harmony vector, is better than the worst harmony in the HM, judged in terms of 
the objective function value, the new harmony is included in the HM and the existing worst 
harmony is excluded from the HM. 
 
Step 5. Check stopping criterion. 

If the stopping criterion (maximum number of improvisations) is satisfied, computation is 
terminated. Otherwise, Steps 3 and 4 are repeated. 
 
5. Results and Discussion 

There are some simulation and real biological datasets available for haplotype 
reconstruction problems. In this paper, Daly, ACE, SIM0, and SIM50 were chosen. Our 
approaches were implemented using Visual C#.Net 4.0 and executed on all the datasets. All 
datasets have 12 different gap and error rates (Error Rate = 0.1, 0.2, 0.3 and 0.4 and Gap Rate 
= 0.25, 0.50 and 0.75). 

• Simulation Datasets (SIM0 and SIM50) 
These two datasets are generated according to the similarity of the result haplotypes (or the 

percentage of heterozygous site in genotype). There is no similarity between the two obtained 
haplotypes in SIM0 datasets. Therefore, all positions are considered as heterozygous sites. In 
this dataset there are 30 test cases of 20 fragments with 50 SNP site lengths. 

 

 

  

(a) g = 0.25 (b) g = 0.5 (c) g = 0.75 

Figure 4. Comparison the Results Different Clustering Approaches for MEC 
Model on Daly Dataset 
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Table 1. Reconstruction Rate on Daly, ACE, SIM0 and SIM50 Datasets for 
Different Gap and Error Rate (MEC Model) 

 

• Daly and ACE Datasets 

Daly dataset includes 383 different test cases for each error rate (1532 for all error 
rates). Each test case consists of 40 fragments of 53 SNP sites. The experimental results 
of new (HS) and previous (K-means, GA and PSO) approaches for the MEC model are 
shown in Figure 4, A-C. These diagrams are the reconstruction rate comparisons of K-
means, GA, UWNN, and GKM approaches in Daly datasets. ACE (Angiotensin 
Converting Enzyme) as real dataset, includes 24 different test cases for each error rate. 
 
6. Conclusions 

In this paper, two new approaches were proposed to solve the haplotype reconstruction 
problem in the MEC model. HS was used to cluster data of our problem. Other improvements 
were performed in different parts of HS. In this approach, HS was used to cover almost all 
solution space and improve the accuracy of the solutions. The results of the Harmony Search 
(HS) implementation were obtained from different real and simulation datasets (Daly, ACE, 
SIM0, and SIM50). It was proved by experiences that the proposed methods outperform all 
previous related works.  
 

 
Figure 5. Reconstruction Rate Subtraction (Improvement of HS from K-means, 

GA and PSO) on Daly Dataset 
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