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Abstract 
Association rule mining is now widely used in many fields such as commerce, telecom, 

insurance, and bioinformatics. Although association rule mining has improved in 
performance, the real commerce database has also grown in its size and dimension to a point 
of creating millions of association rules. One of the biggest problems of association rule 
mining is that it frequently produces large numbers of rules, and this makes it difficult for 
users to select those that are of interest. We proposed the Common Sense Measure (CSM) so 
that only interesting knowledge can be selected in order to resolve the problem resulting from 
a large quantity of rules. The CSM is an interestingness measure that evaluates how closely 
rules match the common sense knowledge. We developed an algorithm of rule matching 
method with common sense knowledge using the common sense network (CSN).  
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1. Introduction 

Association rule mining is now widely used in many fields such as commerce, telecom, 
insurance, and bioinformatics. However, with improved performance of association rule 
mining, the real commerce database has grown greatly in its size and dimension to a point of 
creating millions of association rules [1]. One of the biggest problems of association rule 
mining is that it frequently produces large numbers of rules, and this makes it difficult for 
users to select those that are of interest. Moreover, many of the discovered rules will be 
obvious, already known, or not relevant. Therefore, recent research has concentrated on 
various forms of interestingness measures. The users end up spending a lot of time and effort 
in finding interesting knowledge in rules that are useless [2, 3]. For this reason, we have 
developed an intelligent post processing technique in data mining that generates and evaluates 
association rules by interestingness measures [4]. 

The goal of measures for evaluating interestingness of knowledge is to show results that 
are most similar to knowledge that the user decides to be interesting. It always depends on the 
user’s prior knowledge about the domain. Computers do not currently have the basic 
knowledge about the world that we consider "common sense". Open Mind Common Sense 
(OMCS) is an artificial intelligence project based at the Massachusetts Institute of 
Technology (MIT) Media Lab whose goal is to build and utilize a large common sense 
knowledge base from the contributions of many thousands of people across the web [5]. 
ConceptNet is a semantic network based on the information in the OMCS database and is 
expressed as a hypergraph whose nodes are concepts and whose edges are assertions of 
common sense about these concepts [6, 7]. Recently, ConceptNet 5 has been announced. Its 
new data sources include Wikipedia, Wiktionary, WordNet, and DBPedia. They include 
extensively the knowledge needed to the people [8]. ConceptNet 5 can be applied to many 
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different applications and has been actively studied. At the intersection of these two research 
fields, we propose interestingness measures by using the semantic approach of common sense 
network for finding interesting rules. 

The remainder of this paper is organized as follows. In Section 2, we introduce related 
works, and in Section 3, we propose and define the Common Sense Measure (CSM). In 
Section 4, we implement the CSM and the core algorithm. We describe the experiment and 
results in Section 5 and conclude in Section 6. 
 
2. Related Works 

The post-processing process in data mining provides users with interesting knowledge by 
reducing a large number of rules and patterns produced after the data mining process. It 
touches on various practical issues, such as the pruning, interestingness, and redundancy-
removal [9]. The rules filtered by applying the redundancy-removal technique and various 
pruning techniques still contain knowledge that is not interesting for the users [1].  

Interestingness measures are divided into two categories by the objective and subjective 
aspects of interestingness. Objective measures are based on the statistical strength or 
properties of the rules. Subjective measures take into account both the data and the user’s 
background knowledge about the data [1, 2]. Objective measures include lift, conviction, and 
leverage based on the theory of probability and various measures based on communication 
and information theory [3]. In recent years, numerous objective measures have been 
categorized and defined, and some measures have been applied to other fields [10-12]. 
However, objective measures cost a lot but do not provide reliable criteria. Therefore, more 
recent works related to subjective measures have been undertaken along with studies in the 
field of artificial intelligence and belief system [3]. 

In related studies, there are the method of reflecting knowledge learned from the domain 
expert in order to acquire knowledge from the belief system and the method of reflecting 
techniques such as inductive learning and machine learning [2, 3]. Other approaches include 
Sahar's method that eliminates useless rules to find patterns of “interestingness” [13]. This 
method proved to be useful in that it was effective in reducing time spent on reflecting and 
processing all the knowledge of the domain; however, it not only was hard to apply to other 
domains but also needed a knowledge acquiring process even for a small amount of 
knowledge. The biggest problem in subjective techniques has been how to reduce the 
bottleneck of the knowledge acquiring process. Hybrid type approaches combine objective 
criteria with subjective criteria [3, 14]. 
 
3. Common Sense Knowledge Based Interestingness Measure 

In subjective interestingness measures, the user’s knowledge related to data is important. 
Patterns and rules are more exciting and interesting when they cannot be predicted by the 
knowledge a user possesses, and for this reason, the user’s knowledge representation is at the 
core. 

In this paper, we use common sense knowledge for the knowledge representation of the 
user. Common sense knowledge is basic knowledge necessary in common social 
communication and interaction and can be regarded as uninteresting knowledge since it is 
mostly predictable and known. Common sense knowledge includes knowledge about the 
spatial, physical, social, temporal, and psychological aspects of everyday life. For example, 
"A lemon is sour", "A husband is man", and "To open a door, you must usually first turn the 
doorknob". As shown in Table 1, the CSM can be effectively used in finding interesting rules 
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since Common Sense Knowledge shows opposite characteristics of the interesting knowledge 
that we are hoping to discover. 

Table 1. Comparison of Interestingness Criteria and Common Sense 
Knowledge 

Interestingness criteria Common Sense Knowledge 
Novel Known 

Unexpected Expected 
Surprising Common 

 

Figure 1. Post-processing in Data Mining 

Figure 1 shows the post-processing technique of data mining. The CSM evaluates rules 
selected during the data mining post-processing step based on the knowledge collected in the 
common sense network(CSN) and ultimately delivers rules without any uninteresting 
knowledge. The CSN includes the domain knowledge of ConceptNet5. 
 
4. CSM Implementation 

We proposed the CSM in common sense knowledge based interestingness measure for data 
mining. We implement the CSM by using a new similarity technique that measures the 
similarity between association rules and common sense knowledge. The new similarity 
technique is based on the cosine distance similarity technique in the vector space model and 
takes into consideration the fact that association rules are formed in an itemset of the database 
and the fact that a concept of common sense knowledge may be a higher-order compound and 
not a simple lexical item. Furthermore, we need a semantic approach when we take into 
consideration the various problems that occur when human knowledge is expressed in a 
textual format. 
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4.1. The Knowledge Component Vector 

In the vector space model, we define association rules as vectors and define attributes and 
values of the dataset as dimensions. The set AV = {av1, av2, av3, … ,avi} is composed of 
attributes and values of the dataset. The definition of terms depends on the application. In this 
paper, terms are attributes and values of the dataset. They are the dimensionality of the vector. 

 
Rule :  age = old    skin = wrinkle 

antecedent  relation    consequent 
 

 𝑟𝑢𝑙𝑒  𝑟 = { 𝑟𝑎 , 𝑟𝑐  , 𝑟𝑟  } .                                               (1) 
 
                                            𝑟𝑎 = �𝑤𝑎,𝑎𝑣1 ,𝑤𝑎,𝑎𝑣2 ,𝑤𝑎,𝑎𝑣3 … 𝑤 𝑎,𝑎𝑣𝑖�  .                                   (2) 

  
            𝑤𝑟(𝑎,𝑎𝑣𝑖) = 𝑡𝑓(𝑎𝑣𝑖 , 𝑟𝑎) × 𝑙𝑛 𝑎𝑣𝑖.𝑐𝑜𝑢𝑛𝑡

𝑎𝑣𝑖.𝑠𝑢𝑝𝑝
  ,   when avi.supp, avi.count > 0                  (3) 

where avi.supp is the support of avi and avi.count is the distinct value count of attribute. 
The dimensional weight of the rule r,  wr(a , avi) is based on the keyword importance that 

shows how important avi is in the specific rule r. The association rule is generated by 
mathematical notions called "support" and "confidence". They are important objective 
measures to users. This importance should be reflected in the rule representation. Rules with 
very low support values are uncommon and probably represent outliers or very small numbers 
of transactions that are unlikely to be interesting or profitable. Items that have transactions in 
a skewed support distribution can make a cross-support pattern. It is obstacle to select 
interesting rules for a user. 
 

Common Sense Knowledge:  Growing old has the effect of wrinkling the skin.   
concept1  relation          concept2 

 

 𝐶𝑜𝑚𝑚𝑜𝑛 𝑆𝑒𝑛𝑠𝑒  𝑐𝑠���⃗ = { 𝑐𝑠���⃗ 𝑎 , 𝑐𝑠���⃗ 𝑐 , 𝑐𝑠���⃗ 𝑟} .                                    (4) 
 

                                        𝑐𝑠����⃗ 𝑎 = �𝑤𝑎,𝑎𝑣1 ,𝑤𝑎,𝑎𝑣2 ,𝑤𝑎,𝑎𝑣3 … 𝑤𝑎,𝑎𝑣𝑖� .                                   (5) 
 

 𝑤𝑐𝑠( 𝑎,𝑎𝑣𝑖) = 𝑡𝑓(𝑎𝑣𝑖 , 𝑐𝑠𝑎)  ×  𝑙𝑛 𝑎𝑣𝑖.𝑐𝑜𝑢𝑛𝑡
𝑎𝑣𝑖.𝑠𝑢𝑝𝑝

 × 𝐶𝑁-𝑆𝐼𝑀(𝑎𝑣𝑖 , 𝑐𝑠𝑎) ,            (6) 

when avi.supp, avi.count >0, 
where avi.supp is the support of avi and avi.count is the distinct value count of attribute. 

The dimensional weight of the common sense entry cs,  wcs(a, avi) is influenced by the 
common sense network similarity(CN-SIM). This is in order to resolve the problem of 
keyword matching of the vector space model and to measure the semantic similarity. We find 
the most similar concept and reflect the CN-SIM in the weight. CN-SIM(𝑎𝑣𝑖 , 𝑐𝑠𝑎) is the 
similarity between the rule and concepts in CSN. 
 
4.2. Semantic Network Based Rule Matching Method with Common Sense Knowledge 

The set AV described in the previous subsection also contains dimensions for defining 
common sense knowledge into the vector space model. However, to correspond items in the 
rules with concepts of common sense knowledge, we apply context-based inference. This is 
in order to resolve the problem of keyword matching of the vector space model and to 
measure the semantic similarity. We propose a semantic matching technique using the CSN. 



International Journal of Bio-Science and Bio-Technology 

Vol. 5, No. 4, August, 2013 

 

 

187 

 
Figure 2. The Algorithm of the Rule Matching Method 

As we explained in the previous section, CSN is conceptually represented as semantic 
network. It is built from nodes representing concepts, in the form of words or short phrases of 
natural language, and labeled relationships between them in ConceptNet5. To measure the 
semantic distance between nodes in CSN, we use an association method in ConceptNet5 to 
find a concept that is most similar to a rule. 

As shown in Figure 2, to find the common sense knowledge to match a rule, we search the 
CSN. If the rule is simple, we can find the knowledge easily. However, complex rules might 
be matched by compound sentence through the several steps like the conversion process and 
decomposition process. We propose the following matching method to find the common 
sense knowledge by rule types. 

1:1 Rules The rules have a single item in their antecedent and consequent. They have an 
implicative formula such as X → Y. We search the CSN to find the common sense 
knowledge associated with items in the rule. If an assertion exists, we measure the similarity 
between items in the rule and the assertion. Let us consider the example of rule R1: husband 
→ male. We can find the knowledge “A husband is a male spouse” and the CN-SIM value 
0.924.  

1:M Rules The rules have a single item in their antecedent and more than one item in their 
consequent. They have an implicative formula such as X →  Y1 ,Y2, Y3, … , Ym (m≥2). In 
propositional logic, conditional implication is a valid rule of replacement that states that "A 
implies B" is logically equivalent to "not-A or B". The conditional statement X → Y1,Y2, Y3  is 
converted into ¬X ∨ (Y1∧ Y2 ∧  Y3) by the implication conversion law [15]. R2 : husband → 
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male, spouse, sports is decomposed into a conjunction of simple rules: (husband→male) ∧ 
(husband→spouse) ∧ (husband→sports). We measure the similarity between simple rules 
and assertions. We select the minimum value of similarity in conjunction of simple rules. We 
match the common sense knowledge with the maximum value of the similarity to the rule. 

N:1 Rules The rules have more than one item in their antecedent and a single item in their 
consequent. They have an implicative formula such as X1 ,X2, X3, … , Xn → Y (n≥ 2). The 
conditional statement X1X2, X3 →  Y  is converted into ¬(X1 ∧ X2 ∧  X3) ∨ Y  by the 
implication conversion law. R3 : husband, white, USA →  male is decomposed into a 
disjunction of simple rules: (husband→male) ∨ (white→male) ∨ (USA→male). We measure 
the similarity between the simple rules and assertions. We select the maximum value of 
similarity in disjunction of simple rules. We match the common sense knowledge with the 
maximum value of the similarity to the rule. 

N:M Rules The rules have more than one item in their antecedent and consequent. They 
have an implicative formula such as X1 , X2, X3, … , Xn →  Y1 , Y2, Y3, … , Ym  (n,m≥ 2). The 
conditional statement X1 ,X2 →  Y1 ,Y2   is converted into ¬( X1∧ X2 ) ∨ ( Y1 ∧  Y2 )  by the 
implication conversion law. R4 : husband, wrinkle →  male, old is decomposed into a 
conjunction of disjunction of simple rules: {(husband → male) ∨  (wrinkle → male)} ∧ 
{(husband→old) ∨ (wrinkle→old)}. We measure the similarity between the simple rules and 
assertions. We can find two assertions related to the rule. We select the minimum value of 
maximum values of similarity in disjunction of simple rules. We match the common sense 
knowledge with the maximum value of the similarity to the rule. 
 
4.3. CSM Calculation 

By calculating the cosine distance similarity that compares the angles between vectors of 
each component of a rule and matched common sense knowledge, the CSM can be calculated. 
The cosine is a measure of the angle θ formed by two vectors r⃗ and cs���⃗ . Two vectors are the 
most similar when their coordinates are the same or positively proportional. In that case, the 
angle they form is 0° and the value of the cosine is one. If the value of the cosine is zero, it 
indicates that the rule and common sense knowledge vectors form a right angle and that there 
is no similarity between the two. 
 

                                           𝐶𝑆𝑀(𝑟𝑎 , 𝑐𝑠���⃗ 𝑎) = ∑ 𝑤𝑟(𝑎,𝑎𝑣𝑘)𝑤𝑐𝑠(𝑎,𝑎𝑣𝑘)𝑖
𝑘=1

�𝑤𝑟(𝑎,𝑎𝑣𝑘)2�𝑤𝑐𝑠(𝑎,𝑎𝑣𝑘)2
 .                                    (1) 

 
We measure the relation similarity between rules and common sense knowledge with 

values between zero and one by analyzing the similarity in 3000 detailed relationships of 
knowledge and the co-occurrence relationship in the rule.  

Table 2. Example of Common Sense Knowledge 
I
D 

Common Sense 
Knowledge 

Antecedent-
concept 

Consequent-
concept Relation 

1 Sports cars are used to 
impress young women Sports cars impress young 

women 
{1} are used 
to {2} 

2 Sport stars can only play 
while they are young. Sport stars  play while they 

are young 
{1} can only 
{2} 

3 Rock climbing is a 
favorite sport of the young Rock climbing a favorite sport 

of the young {1} is {2} 

4 The young men can like 
sports The young men like sports {1} can {2} 
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Table 3. Example of CSM 
ID 𝑪𝑺𝑴(𝒓�⃗ 𝒂, 𝒄𝒔����⃗ 𝒂) 𝑪𝑺𝑴(𝒓�⃗ 𝒄, 𝒄𝒔����⃗ 𝒄) 𝑪𝑺𝑴(𝒓�⃗ 𝒓, 𝒄𝒔����⃗ 𝒓) 𝑪𝑺𝑴(𝒓�⃗ , 𝒄𝒔����⃗ ) 
1 0.191 0.705289 0.5 0.45839 
2 0.251 1 0.7 0.640291 
3 0 0.2939 0.5 0.21756 
4 1 0.524889 0.7 0.749955 

 
5. Experiment 

For the CSM experiment for finding interesting rules, the Internet shopping mall data from 
the Knowledge Discovery and Data Mining Data set were used. The Apriori algorithm was 
applied to 10,268 individual data entries with nine characteristics. After applying objective 
criteria, such as confidence, lift, conviction, and leverage, 500 best rules were selected. We 
defined these rules as vectors and defined attributes and values of the Internet shopping mall 
data set as dimensions. We searched the CSN in order to find the common sense knowledge 
matching the rules. 

Table 4. Rule Matching with Common Sense Knowledge 
Number 
of rules 

% Knowledge  
type 

Knowledge 
structure 

Model 

212 42% Common sense K simple sentence Vector space model 
63 13% Common sense K complex sentence Vector space model 
45 9% Common sense K linked sentence Graph model 
55 11% Common sense K compound 

sentence 
Graph model 
Vector space model 

125 25% Not match - - 
500 100% Total 

 
The number and percentage of the rules matching the common sense knowledge were 375 

and 75%, respectively. These rules are regarded as the knowledge that is similar to common 
sense. They can be also determined as the knowledge that is not interesting according to the 
similarity. Table 4 shows that a rule can match the common sense knowledge with a 
compound or linked sentence structure when it cannot match the common senses knowledge 
with the simple sentence structure. 

Table 5. Comparison of CSM and Expert Evaluation 
CSM 

User 
evaluation 

cs=0 0<cs<0.5 0.5<cs<1 cs=1 

u=1 12% 0% 0% 0% 
0.5<u<1 7% 6% 9% 0% 
0<u<0.5 5% 1% 53% 0% 

u=0 1% 0% 1% 5% 
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Figure 3. A Comparison of the Number of Rules in CSM and Experts' 

Evaluation 

The CSM of rules was measured and evaluated by four domain users who evaluated 
interestingness of the rules based on the evaluation standards provided to them. The 
categories of the evaluation standards included: Expected/Unexpected, Actionable/ 
Unactionable, Noble, and Accuracy. The final interestingness was measured between zero 
and one. In Table 5, cs=1 represents the rule closest to the common sense knowledge and u=1 
has been determined to be the most interesting rule. The interesting rule had a CSM value 
close to zero. Figure 3 shows a comparison of the number of rules by the CSM and experts' 
evaluation. It shows that the number of the rules according to the CSM is inversely 
proportional to the number of the rules according to the results of the evaluation of experts. 
As we have predicted earlier, this experimental result proves that the rules with large CSM 
values are the rules that are uninteresting according to experts' evaluation. Figure 4 shows the 
accuracy, precision, recall, and F-measure of the CSM. The experimental result of the CSM 
coincides with the evaluation result of the experts. and 76%. 87% of rules, Rules with the 
CSM value larger than 0.5 were deemed uninteresting knowledge. 

 
Figure 4. The Evaluation of CSM 
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6. Conclusion 
In this paper, we proposed the CSM so that only interesting knowledge can be selected in 

order to resolve the problem resulting from a large quantity of rules and patterns. The CSM is 
an interestingness measure that evaluates how closely the rules produced from data mining 
match common sense knowledge and uses a hybrid approach that combines objective 
measures and subjective measures. We proposed the algorithm of rule matching method with 
common sense knowledge using the CSN. We implemented a new similarity technique in 
order to take into consideration the fact that association rules are formed in an itemset of the 
database and the fact that a concept of common sense knowledge may be a compound in 
higher order and not a simple lexical item. The result of the experiments shows that the CSM 
accurately finds similarities among structuralized knowledge and is efficient in eliminating 
uninteresting rules that are not filtered by previous objective measures. 

In future studies, we should focus not only on selecting interesting data for the user by 
post-processing common sense knowledge but also on showing effects of improved 
capabilities that can reduce time, space, and cost in the whole data mining process. This 
research can be expanded to remove the uninteresting rules and patterns and improve the 
performance of the mining algorithm in the various data mining research fields such as 
clustering and classification. In addition, the common sense knowledge research is applicable 
to the ontology and artificial intelligence field application where the computer processes 
human language and text. 
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