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Abstract 

In this work would be analyzed Generative Adversarial Networks (GANs) and how they 

work on the example of an artist’s style translation to landscape photographs. This 

architecture consists of a generator and discriminator which oppose each other in the 

minimax game. The goal of the discriminator is to learn original data distribution. At this 

time, discriminator evaluates how well a generator performs in reproducing original style. 

Since in this paper, we will work with photos and pictures, convolutional neural networks will 

be used as a generator and a discriminator. Also, would be considered a modification to GAN 

architecture, which can notably improve result: another pair of discriminator and generator 

will be added, and a new cycle loss would be introduced. A comparative analysis with other 

methods such as Neural Style Transfer will also be performed. The methods of comparative 

analysis of Neural Style Transfer and Pix2Pix are presented in the work. Neural Style 

Transfer approach is more stable and with a well-chosen photo can give better results, but is 

more limited. Pix2Pix, is another modification to GAN architecture with the only difference 

that now our data is images and with additional loss that is calculated as some distance 

between generated and original pictures. The article presents the essence of the architecture 

of the PatchGAN generator, where the first part of the network takes the original image and 

encodes it, reducing the dimension, and the other takes this result and tries to reproduce the 

desired image. The goal of the work is to learn the artist's style, no additional processing was 

applied except normalization to [-1, 1] before feeding to the neural network (because as 

activation is used hyperbolic tangent) and resizing to (256, 256, 3). The same actions were 

applied to the second part of the dataset: photos of nature. Data networks with Ivan 

Marchuk's paintings and photos of nature were trained with the help of Google Colab. The 

Adam was the optimizer. The results were compared with the Style Transfer model. 
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1. Introduction 

The importance of Generative Adversarial Networks is hard to overestimate. They can be 

applied nearly in every area. In medicine, they are used to denoise scans and detect 

anomalies. Also, 3D designers can use them to generate 3D-objects, music, pictures that can 
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notably facilitate the development of movies and games. Additionally, people use them to 

generate text descriptions to the images, process images, enhance them, and many more. 

In this paper considered how Generative Adversarial Networks work on the example of 

generating images with a distinct style. Also, modifications to the previous architecture were 

introduced to adapt to the problem of Image-to-Image translation. 

The paper focuses on fine-grained image-to-image transformation for visual recognition, 

that is, image transformation using a fine-grained category according to a certain style to 

synthesize new images that preserve the identity of the input image. In order to use the new 

samples, it is necessary to carry out a number of transformations using the proposed 

transformation algorithms. In the study, special attention was paid to the optimization of the 

generator and the discriminator using the stochastic gradient descent algorithm. 

The paper presents two approaches - Neural Style Transfer [2] and direct conversion of a 

photo into a photo (Pix2Pix). The research itself is aimed at proving the main aspects of these 

approaches and the identified advantages of their application. 

Research is conducted on a descriptor that is similar to the architecture of the CNN 

network, called PatchGAN [12]. 

To achieve the ultimate goal of recognition, the created images do not necessarily have a 

high visual quality. However, they should be correctly classified even by detailed generation 

scenarios. Achieving this goal is difficult because images from different fine-grained 

categories may have only minor differences. This research is aimed at generating images 

according to a certain "style". 

The goal of the study was to analyze how GANs can be used in the task of Image-to-Image 

transformations, compare with other methods and use in practice to generate images with a 

particular style. The following tasks were set to achieve this. 

1. Research on how GANs work and their mathematical proof. 

2. Investigate what modifications to the architecture are made to train them in the 

images. 

3. Analyze other methods that can solve the problem of generating images with style. 

4. Collect data for training and form a dataset. 

5. Train GAN and analyze results. 

The object of the study was artificial neural networks (GAN) that are capable of generating 

new data with the same characteristics as in the given data. It was decided to focus on the 

problem of Image-to-Image translation: style transfer.  

The results can be used to generate images (augmenting datasets, easing of work for 

graphic designers). For writing this work, was analyzed scientific literature on similar topics. 

 

2. Literature analysis 

Due to the popularity of the GAN model, there are many studies on Neural Style Transfer 

[2] and direct conversion of a photo into a photo (Pix2Pix) approach. First of all, they explain 

the basic theory and discuss the advantages and disadvantages of these algorithms. 

The mentioned works describe the performance of conventional GANs [3], which are 

applied to image-to-image transformation tasks [18], or super-resolution [6][9] and general-

purpose image-to-image translation tasks [10][19]. Most of the described models deal with 

scenarios where the input and output images have a pixel-to-pixel spatial correspondence and 

are generally not applicable to the tasks of image generation according to a certain "style", 

which are discussed in detail in our work. 
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In recent works, attempts were made to generate images based on the works of a famous 

author, having studied his "style". However, the existing works are aimed primarily at the 

synthesis of data of high visual quality [7][9][18]. In these works, there is no image 

development algorithm that identically reproduces the features of the original images, 

especially with the use of the fine-grained image transformation scenario, which is the main 

goal of the study. 

The article [18] presents GAN-based techniques used in a specific application, i.e., the task 

of image-to-image transformation based on adversarial learning. GAN offers a new concept 

of image-to-image transformation through adversarial learning. In recent years [10], many 

methods based on adversarial learning have been proposed and impressive results have been 

achieved. Related reviews mainly focus on the basic GAN model and its general variants. 

Isola et al [19] aimed to provide an overview of methods based on adversarial learning, 

focusing on the image-to-image transformation scenario. 

A brief overview of the basic GAN is given in [18]. In addition, approaches related to our 

research are described in [19], which are divided into competitive style transfer and 

competitive image restoration, such as super-resolution, image painting, and rain removal. 

Network architectures of generative models and loss functions are presented and discussed in 

detail in. 

Existing approaches to image-to-image conversion mainly focus on data synthesis. 

Therefore, generating images with correct identification labels is still challenging and 

underexplored. 

However, in the presented study, the author provides an introduction to the GAN 

architecture and provides an example of using the network to create styled photos. In the 

work, a modification of the CNN architecture is proposed in order to adapt it to the solution 

of the outlined problem. 

 

3. GAN architecture  

GAN consists of two connected artificial neural networks – generator and discriminator. 

The generator will learn distribution pg over data x and can be represented as G(z, θg) where z 

is data from latent space pz(z) and G is differentiative function represented by some multilayer 

perceptron with parameters θg, discriminator is also represented by multilayer perceptron D(x, 

θx), where x is data from original distribution p data, that we want a generator to learn, θx– 

parameters of the model, as a result of D(x) will be received a scalar value which represents 

the confidence of discriminator that data came from original distribution pdata rather than pg. 

So we train D to maximize the probability of correctly predicting the distribution of data – 

log(D(x)) + log(1-D(G(z)))and G to minimize log(1-D(G(z))). In other words, we can say that 

generator and discriminator play in the following minimax game (Formula 1) [18]. 

minGmaxDV(G, D) = Expdata(x)[log(D(x))] + Ezpz(z)[log(1 - D(G(z)))  (1) 

But, when this cost function is used in practice, the generator cannot learn properly. It 

takes place, because, on first iterations, the discriminator will with high accuracy predict from 

which distribution data originally came from, because the generator did not have enough time 

to learn, so data is contrasting. And because of that, the generator will not receive sufficient 

gradient for learning. To deal with this, the generator will try to maximize log(D(G(z))) 

instead, which will help to get larger gradients. What can be visualized as follows (Fig. 1): 
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Figure 1. Visualization of the training process 

Where a blue dashed line indicates D, green pg, black pdata, and pz, underneath them. In (a) 

we can see a situation where training has just begun, in (b) parameters of the discriminator are 

updated, on (c)  generator has been updated gradually making such updates, ideally after a 

certain number of iterations the algorithm should enter the Nash equilibrium depicted in (d). 

Generator and Discriminator can be optimized using stochastic gradient descent. Then the 

training process will look like this [1][2]: 

 for number of training iterations do 

  for k steps do 

 Sample minibatch of m noise samples {z
(1)

, ... , z
(m)

} from noise prior 

pg(z). 

 Sample minibatch of m examples {x
(1)

, ... , x
(m)

} from data generating 

distribution pdata(x). 

 Update the discriminator by ascending its stochastic gradient (Formula 

2): 

   

 

 
∑ *    ( ( ))      (   ( ( ( ))))+ 

      (2) 

  end for 

 Sample minibatch of m noise samples {z
(1)

, ... , z
(m)

}from noise prior 

pg(z). 

 Update the generator by descending its stochastic gradient (Formula 3): 

   

 

 
∑     ( ( ( ( )))) 

      (3) 

 end for 

To proof, that the global optimum achieves when pg=pdata, firstly we will consider optimal 

discriminator to any given generator, which will be (Formulas 4-5): 

  
 ( )  

     ( )

     ( )   ( )
         (4) 

Proof: 

minGmaxDV(G, D) = Expdata(x)[log(D(x))] + Ezpz(z)[log(1 - D(G(z)))]= 

= Expdata(x)[log(D(x))] + Expg(x)[log(1 - D(x))] = pdata(x)log(D(x)) + pg(x) log(1 - D(G(z))dx,    (5) 
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Then, 
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Now, we can demonstrate that C(G) reaches a global minimum at  pg=pdata. From 2 it is 

obvious that at           
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And from the definition of the Jensen-Shannon divergence we know, that between two 

identical distributions it is equal to 0. 

 

4. Optimization of architecture 

However, to effectively use GANs for Image-to-Image translation to the previously shown 

architecture [Figure 2]: 

 

Figure 2. Schematic representation of GAN architecture 

Some changes need to be made [Figure 3] [1]: 

Figure 3. Schematic representation of CycleGAN architecture 

As shown in (а), now model consists of pair of generators and discriminators, generator G 

objective is to transform images from area X to Y: G(X)Y, and discriminator DY evaluates it, 

the same works in adverse –  F(Y)X, and Dx evaluates it. The corresponding loss functions 

will look like this (Formulas 7-8) [1]:  

minGmaxDyLGAN(G, Dy,X,Y)=Eypdata(y)[logDy(y)] + Expdata(x)[log(1 - Dy(G(x)))] (7) 

minFmaxDxLGAN(F, Dx,X,Y)=Expdata(x)[logDx(x)] + Eypdata(y)[log(1 - Dx(F(y)))] (8) 

In theory, the model could learn only using these two functions but, to improve the result 

we can make this process cycliс, this means that by feeding to G some image y and 

transferring the result to F, we should get the original image y. 

To achieve that, another loss function was constructed (Formulas 9-11): 

Lcyc(G, F)=Expdata(x)[||F(G(x))-x||1] + Eypdata(y)[||G(F(y))-y||1]  (9) 
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The result will look like: 

L(G, F, Dx,Dy) =LGAN(G, Dy,X,Y) +LGAN(G, Dx,X,Y) + Lcyc(G, F),   (10) 

where – hyperparameter that allows controlling importance of the newly added loss. 

And we will be solving 

G*, F*=arg minG, F maxDy, Dx L(G, F, Dx, Dy)   (11) 

 

5. Comparison with other methods  

Several other methods deal with this problem: Neural Style Transfer [2], and Pix2Pix [3]. 

In the first method – Neural Style Transfer, we take a deep pre-trained neural network, 

keeping only convolutional layers and pass two images: “style” image and image we want to 

be stylized, which parameters will be optimized. 

The first loss is represented as a sum of two different losses: first measures as a squared 

sum of the difference between activations from the last layer of “style” and original images. 

The second loss is measured as the difference of Gram matrices, which is calculated for both 

images as a correlation between activations on different channels of layers. 

This method is more stable and with a well-chosen “style” image can give better results, 

but on the other hand is limited, because we can gather knowledge about style from only one 

image. Another advantage of this method is that the image can have any shape with the only 

constraint that the shape of the “style” image should be equal to the shape of the original 

image. It is possible because we only use convolution layers. 

The second method, Pix2Pix, is another modification to GAN architecture with the only 

difference that now our data is images and with additional loss that is calculated as some 

distance between generated and original pictures. 

But this method requires a large paired dataset, which in case of style transferring from the 

artist’s pictures cannot be assembled [4][5][6]. 

 

6. Implementation  

As a discriminator is used CNN with the following architecture [Figure 4]: 
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Figure 4. Discriminator architecture 
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Such architecture of discriminator is called PatchGAN [7]. It is an ordinary convolution 

neural network classifier with the only difference that it outputs not one scalar value for the 

whole image but many for different parts of the image. It can be done by removing all fully 

connected layers and dividing output from convolution layers into equal batches and calculate 

scores for each of them. This modification will help to handle some problem areas modifying 

only them and not affecting the whole image. Also on each layer is used Instance 

Normalization, which makes the model more stable. 

The core of the generator is similar to autoencoders [8], the first part of the network takes 

an image and thus encodes it reducing the dimension, the second part takes the result and tries 

to reproduce the original image or in our case, an image with a new style [Figure 5]. 

 

  

Figure 5. Autoencoder architecture 

As a basis of the generator was chosen ResNet [9] modified to the current task [10]. The 

total number of parameters for the models turned out as follows: 11.378 million in generator 

and 2.765 million in discriminator. 

 

7. Experiments  

The next step was to choose what author's style would be transferred, for this was 

considered couple Ukrainian artists: Wassily Kandinsky [11], Anatolii Kryvolap [12], Vasyl 

Lopata [13], Kazemyr Malevych [14], Ivan Marchuk [15] and Mykola Pymonenko [16]. 

Eventually, it was decided to train on Marchuk's pictures because he had more paintings that 

allowed us to collect a relatively large dataset (552 pictures). Because the goal of the work is 

to learn the artist's style, no additional processing was applied except normalization to [-1, 1] 

before feeding to the neural network (because as activation is used hyperbolic tangent) and 

resizing to (256, 256, 3). The same actions were applied to the second part of the dataset: 

photos of nature. 
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Class A – Marchuk’s pictures [Figure 6]: 

 

 

Figure 6. Examples of Marchuk`s pictures 

Class B – Photos [Figure 7]: 

 

 

Figure 7. Photos example  

8. Results and discussion  

The training was performed on Google Colab, it lasted 14 epochs and took about six hours. 

Adam [17] was used as an optimizer with learning rate 2e-4, linear decaying, momentum 0.5, 

the size of minibatch was 4. 

Below is depicted how errors were changing by iterations [Figure 8] [Figure 9]. 
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Figure 8. Loss changes by epoch  

 

Figure 9. Loss changes by epoch  

As can be seen on [Figure 8] and [Figure 9], discriminators quickly learned to recognize 

generated and original images restraining the generator in reducing the loss. It can be solved 

by taking a weaker model as a discriminator, for example, reducing the number of its 

parameters. But even this loss was enough to learn some most important patterns, as can be 

seen from the progress by the epochs [Figure 10] [18]. 
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Figure 10. Progress by epochs  

In [Figure 10], we can see that on the first epochs generators suffered from chessboard 

artifacts what is a result of deconvolution operation. Over time the problem ceased to be 

noticeable only in several separate photos. Instead, there appeared another problem, on the 

images with sea and sky, the generator merged them into one object, making the boundaries 

between them obscure, or added some artifacts, which can be seen on the example of 13 

epoch. It may happen because there are too many abstract pictures in the training part. Such 

as the following [Figure 11]: 
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Figure 11. Example of abstract picture  

And the discriminator has likely overfitted on such abstract paintings, causing the 

generator to add similar noise, paying less attention to the context of the [Figure 12]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Results on 13 epoch  
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From these examples [Figure 13], we can see noticeable progress in the generated images. 

There are graininess and colors which are inherent to Marchuk’s pictures. But still, some 

problem areas appear, like the moon in the fourth image. 

Furthermore, the second generator, which is responsible for generating photos from 

pictures, was improving with each step, learning how to remove grain from the paintings and 

make more natural colors. Also, an interesting effect was observed, when the generator was 

processing some abstract paintings, it always painted it in blue and green colors. 

 
Original     Generated 

         

         

        

Figure 13. Example of transformations of abstract pictures  

This effect can be explained by the fact that in the training part many photos were showing 

the sky and grass, and discriminator learned this, which forced generator to search zones 

where possibly could be sky and grass and paint them in the appropriate colors. 

After getting and analyzing the results, it was decided to make a comparison with a 

different method: Style Transfer. For this purpose, four paintings by the artist were randomly 

selected as a style image and used VGG [19] as a pre-trained network. Below are shown 

results of the training: 
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Figure 14. Results Style Transfer  

In the [Figure 14], we can see confirmation of the previous words that in Style Transfer, 

choosing a style image has an enormous impact on the result. It has both pros and cons. 

Among the pros is the fast training and quality of the generated images, with a well-chosen 

style image. Among the disadvantages - the selection of the right style image can take a long 

time, but even with such an image, this method cannot provide such diversity as CycleGAN. 
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Summing up, although in some cases the network produced satisfactory results, it also did 

not go without a problem: generator performed poorly on images where both sea and sky 

(second image), and sometimes artifacts could appear on top of the image (first image). 

 

 

Figure 15. Couple bad examples 

It may be the result of the overfitting of the neural network because in the first epochs 

following effects were not observed.  

 

 

Figure 16. Results from the first epoch 

The study analyzes the competing networks to use them to generate photos. During the 

work, a comparison of Neural Style Transfer methods and direct conversion of photos into 

photos (Pix2Pix) was performed. The use of these methods in practice is used to generate 

images with a certain "style". To achieve this goal in the study were implemented GAN and 

introduced their mathematical processing. Modifications to the GAN architecture are made to 

reproduce their images. 
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Comparing the Neural Style Transfer and Pix2Pix methods requires a large amount of data, 

which consists of paired photos, through the original photos in the desired style. Thanks to the 

use of GAN, you can compile data from images and real photos to which the selected style 

can be transferred. 

The PatchGAN discriminator architecture evaluates each layer of the convolutional 

network independently and returns the pixel error that was involved in calculating significant 

batch to improve the evaluation of individual plot images. And in the architecture of the 

generator of the first part of the network there is an original image and when encoding 

reduces its dimension, and the other - gets the results of processing the first part and creates. 

The paper performed actions to repeat the artist's style for this reduction of the image size 

to (256, 256, 3) and normalization within [-1, 1] for submission to the neural network input. 

The training of the data transmission network with Ivan Marchuk's paintings and photos of 

nature was carried out with the help of Google Colab, Adam was used for the optimizer. On 

the example of GAN discriminators, it is faster to learn to develop the generated picture 

generators and not to allow to reduce an error. 

Therefore, the selected problem can be solved with a weak model of the discriminator to 

reduce the number of its parameters. This approach allows the photo generator with each step 

to better remove the grain from the picture inherent in the author and give natural colors. 

After obtaining and analyzing the results, the results were compared with the Style 

Transfer model, where VGG was taken as a trained neural network. As a result, the Transfer 

Transfer model is limited, desirable and fast to process. 

Comparing with the method of transferring styles can give good results, but this requires 

the successful selection of a picture with style, and the fact that such an approach will not be 

able to provide such a variety of results. 

As a result, the neural network has been trained, however, not without problems. One of 

the problems was the processing of images with the sea and the sky, often the generator made 

the boundaries between them too blurred. 

As a result, the neural network has been trained, but the result cannot be called perfect. 

One of the problems was the treatment of the sky and water, the generator often made it too 

noisy, so the boundaries disappeared. One possible solution is to try other hyper-parameters, 

expand the data set by finding more pictures or by using the transfer of styles in random 

landscape photos. You can also use previously trained other data models. One solution is to 

balance the generator and the discriminator. This can be done by taking a weak model as a 

discriminator. In addition, the data set can be manually divided into train and test sets, taking 

all abstract images for testing. 

 

9. Conclusion  

The article reveals the importance of Generative Adversarial Networks, as they can be used 

in many areas. They are used to generate various media content, which allows you to generate 

a text description for the photo, process them, increase the size and convert images. In 

operation, the generator and discriminator are optimized by means of a stochastic gradient 

descent algorithm. 

This study presents an overview of recent image-to-image transformation algorithms based 

on adversarial learning. The work presents algorithms for solving two tasks: style transfer and 

image restoration. The first task is image restoration, including ultra-high resolution, 

colorization, de-blurring, de-noising, and de-hazing. During the conducted experiments, the 

important role of competitiveness was proven. The second task is to choose a style for the 
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selected set of images. It has been experimentally proven that the use of Style Transfer has a 

huge impact on the result and the choice of image style. Providing a variety of styles is only 

possible with CycleGAN. 

The conducted research made it possible to evaluate the quality of the CycleGAN network, 

which eventually gave satisfactory results. However, image-to-image transformation to create 

images that maintain identity and have the same style can improve the effectiveness of visual 

recognition and its rapid learning. However, by adopting a GAN-based model, it is possible to 

observe the process of encoding the image by various parameters, to preserve the fine details 

and identity to identify the style of the image. For this purpose, the work of discriminators, 

who quickly learned to distinguish the pictures generated by the generators and not to allow 

stable reduction, is cited. This problem was also solved by taking a weaker model as the 

discriminator and changing the number of its parameters. In the process of experiments, the 

generator learned the main patterns and showed progress over epochs, which can be seen in 

the presented results. The presented model showed better results and allows improved known 

methods of image transformation to preserve identity and match style for small training 

samples. 
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