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Abstract 

The chest X-Ray image is one of the common image types that describe medical imaging for 

medical purposes, its more common than other medical image types like MRI, CT scan, and 

PET scan. Huge medical tests that depend on the CXR-images are difficult to deal with X-Ray 

images on both radiologists and medical practitioners. the organ partitioning is a step to obtain 

an efficient computer-aided detection and how the computer vision can be used to provide good 

functionality in medical aided diagnosis systems depending on the deep learning. Lung field 

segmentation plays an important role in medical diagnosis systems like a task to classify 

whether the image belongs to a normal or abnormal person based on the shape of the 

segmented or predicted lung field. We proposed a model that combined the DeepLabv3 plus 

with ResNet-18 to build a segmentation network that performs decoding and encoding phases 

to extract the spatial features of a particular area and output the segmented one, respectively. 

The model is evaluated on a public dataset Montgomery County set - Chest X-ray Database, 

multiple experiments were conducted by dividing the data into 60% for training and the rest 

40% for testing, the experiment was repeated 10 times as for each time data divisors were 

randomly selected to support our model performance. Our model Performance measurements 

achieved Dice=96.9 % and Jaccard=94.1% which shown the robustness of our proposed 

approach.  
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1. Introduction 

Since it's known that the medical field is the most critical because it specializes in human 

being health risk, disease diagnosis, and many others, then it's very important to deal with the 

previously mentioned critical processes with very high precision and fast well. Building many 

computational models that automatically give decisions and predictions for a human being 

health risk [1], clinical decision support [2], and many other important functions. Where such 

these models used many resources such that human knowledge, data like images and texts, 

probabilities, etc. [3]. It is worth mentioning that life has many important sectors, but the human 

health care sector is on a high level of priority over the other ones.  

Early, the medical expert systems have covered a huge number of tasks that depend on 

medical data like images. These systems are also become too widely of usage because of the 

success due to deep learning. Since a lot of these expert systems used images to perform and 
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achieve a lot of medical tasks in high performance. The structure of images has multi-object 

even in the same image. Images are used in many medical purposes and tasks like diagnosis, 

classification, etc. [4]. Some tasks may need only a specific area from the image and this is 

image segmentation (extract a particular number of pixels or dividing, and partitioning image 

into parts) [5]. 

Image segmentation plays an active role in a huge number of medical systems in various 

ways such that automating or facilitating the delineation of anatomical structures and, other 

regions of interest [6]. The inputs of the medical systems are various like X-ray images [7]. The 

subject of this study is the lung field segmentation from chest CXR images. The lung field 

segmentation task is one of the strong challenges that face Computer Scientists, because of the 

obstacles they are going to face when trying to build a lung field segmentation system. 

Since X-ray images are unclear (contains parts that weaken the resolution of the interesting 

area), and the Lung field shape is different from one person to another. The input data of this 

study are CXR images that had been taken by human experts from many patients and fed to a 

robust deep learning system. There are a lot of various image segmentation systems, whereas 

some of the most popular are thresholding methods, edge detection-based techniques, region-

based techniques, clustering-based techniques, watershed-based techniques, partial differential 

equation-based techniques, and artificial neural network-based techniques [5][8]. Many 

researchers have been involved in this task by building several models depending on their 

thoughts, we are going to talk about some of them in the literature review section attempting to 

talk about each one of them to show the differences between them. Some studies had used deep 

learning neural networks because it's very strong learners with some optimization algorithms, 

and some of them consist of pre-processes and post-processes to enhance the achieved results, 

whereas others used some different criteria based on some statistical approaches [9]. 

 

2. Literature review  

This section provides an overview of several proposed studies that had been conducted to 

develop various lung field segmentation systems to detect lung field disease through lung X-

ray images. Moreover, this section summarizes several proposed methodologies by recent 

studies on this problem and documents the general pipeline of their works.  

Dai et al. [8] proposed a system that combined two fully convolutional networks that are 

critic network and the segmentation network for training and testing processes respectively. 

Their system called Structure Correction Adversarial Network (SCAN) is employed to segment 

two parts of the lung (heart and fields). SCAN can train without an existing dataset and can be 

used on CXR images for various populations. 

Li et al. [9] proposed a system that depends on a statistical shape and appearance model. 

Features were extracted from the image by distributed points referred to the shape of an object 

and stored in a vector of features. The features of the test images were extracted and compared 

with the training ones to find the similarity and dissimilarity measurements to determine the 

position of the targeted objects. 

Stirenko et al. [10] proposed a system used to predict the availability of tuberculosis for 

computer-aided diagnosis tasks. Their system depends on a deep CNN which was trained on a 

small and non-well-balanced dataset which may decrease the efficiency of the CNN. They 

solved the balancing issue by performing some data augmentation techniques. Hassan et al [11] 

proposed a system that depends on a Fully Convolutional Neural Network (FCNN) which is 

divided into four steps such that, first step included training the CNN. The rest three steps were 

used as post processes to improve the segmentation results, where flood fil algorithm was used 
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to fill some minor holes of some results, removing some unwanted object from the image, and 

used a morphological opening algorithm to separate the lung fields from some images that were 

fused merged. 

Wang [12] proposed a system to segment different parts of the chest like lung fields, heart, 

and clavicles. This system depends on a hybrid multi-task Convolutional Network (FCN) with 

various functions for the segmentation process, where a U-net network is used for the training 

process. They used the fast level set algorithm to remove the holes of the produced results to 

improve their model efficiency. FridAdar et al. [13] proposed a system to segment lung fields, 

heart, and clavicles parts. Their system depends on employing different types of neural 

networks to train the model with different loss functions for different classes. They 

acknowledged that the best network from the proposed one was U-net with VGG-16 as decoder 

and encoder respectively. Zhang et al proposed a system consisted of pre-processes such as 

cropping, zooming, horizontal flipping, and many others to prepare data for training and testing 

phases. U-net was used to train the model and some methods were performed to ignore some 

irrelevant parts of the outputs. 

Tang et al. [14] proposed a system consisted of a data augmentation process that was 

achieved by the image-to-image translation method. on the deep residual neural network called 

ResNet-101 to segment the lung fields. Solovyev et al [15] proposed a system to segment lung 

fields and heart parts. Their system employed an altered CNN by obtaining the ResNet-50 

backbone and Monti-Carlo dropout. 

Yang et al. [16] proposed a system used to detect the lung fields. Their system depends on a 

high-quality detector called Structured Edge Detector like deep edges which are pre-trained 

learners. An ultra-metric map used to show edges of the lung structure used to detect the fields 

and its very fast method because it can process 256 X 256 pixels image by less than a tenth of 

a second, where it's very accurate with different radiograph units. 

Xiong et al. [17] proposed a system consisted of initialization, deformation, and 

regularization processes. Initialization (voting strategy) was used to vote for the most suitable 

shape that could be obtained for the input image. The outputs were processed by deformation 

and regularization to obtain the convergence state of the shape and to improve the efficiency of 

the model. 

Candemir et al. [18] proposed a method called anatomical atlases with nonrigid registration 

that consisted of three processes that retrieve images based on the training data with their 

corresponding ground truth masks, used a shift flow method to create the initial lung field shape 

to be used for training step, and graph cut optimization approach used with a customized energy 

function to extract the lung boundaries. 

According to the previous works, we can conclude that most proposed works for such tasks 

depend on modern neural networks that can extract spatial information of an object from the 

image. In this work, we proposed a model consists of three contributions such that: performing 

data preparation preprocesses to enhance the input data to the model, using modern encoder-

decoder neural networks for training and testing processes, and removing the unwanted objects 

of some results.  

 

3. Methodology  

In the methodology section, we try to explain our clue and how we can study the task by 

using the neural network approach. Supporting our idea with diagrams, figures, and images to 

make our idea so clear, understandable, and explaining our model with its behavior. 
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2.1. General overview  

The proposed automatic lung field segmentation model briefly divides into several 

dependent steps. The workflow of our model is performing several pre-processes on the used 

dataset, using the data to train deeplabv3plusLayer combining with neural network ResNet-18 

to create an encoder and decoder architecture [19] to be able to classify the pixels into two 

classes (foreground and background pixels). Training this model requires two data stores one 

for the CXR-images and the other one is for the ground truth masks. The testing phase for 

testing our model to produce the segmentation results, and we performed a post pre-process 

which is used to remove tiny unwanted objects of some results.  
 

Figure 1. The workflow of the proposed model 

2.2. Decoder and encoder architecture  

The previous neural networks used few operations such as probing the entering features with 

some filters or some pooling operations at multiple rates to encode multi-scale contextual 

information, whilst modern neural- networks are capable to capture sharper object boundaries 

by progressively retrieving the spatial information. One of the modern neural networks is the 

DeepLabV3 plus which is an efficient encoder. In this section, we will talk about few topics 

such that Atrous convolution, Depth wise separable convolution, the encoder, and the decoder. 

 

2.3. Atrous convolutional 

Atrous convolution can be used in deep convolutional networks to control the resolution of 

the computed features and capture multi-scale information by regulating the filter's field of 

view. A chest X-ray produces black and white images that show the organs of the chest [20]. 

That type of image is a two-dimensional signal which is a function of spatial coordinates X and 

Y, then an intensity value is assigned for each point (X, Y) [21]. In tasks like lung field 
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segmentation, the objects came within various sizes which means feature maps must be able to 

cover various scales of receptive fields. DeepLabV3 handles that by two strategies that are 

cascade and parallel with several numbers of Atrous convolutional layers with various dilation 

rates [22]. ASPP is an abbreviation of Atrous Spatial Pyramid Pooling which referred to parallel 

mode, the output feature maps are a sampling of the input feature maps with various scales of 

receptive fields.  

Assume that is an input feature map,  is an output feature map and  is the convolutional 

filter with the size and symbol r is the dilation rate then applying Atrous convolutional on  

such that for each point that is on x will be computed as:  

[𝑖] = ∑ 𝑋 [𝑖 + 𝑟. 𝑘]. 𝑤[𝑘]𝑘
𝑗=1     (1) 

The Atrous convolution filter is UpSampled by (𝑟 − 1)  inserting zeros between two 

consecutive filter values in each spatial (𝑟 − 1) dimension which is the same to insert blanks 

between each two 𝑟 = 1  consecutive filter values if the convolutional become standard 

convolution [23]. 

 

Figure 2. Atrous convolution with = 1,2,3 respectively 

The output feature maps are very sensitive to the location of the features in the input feature 

maps. DownSampling the output feature maps will handle the sensitivity problem, 

DownSampling is achieved by the pooling layer. Two common pooling layer operations are 

average and max pooling [24]. The pooling layers will always decrease the size of the 

dimension of the output feature map by a factor of 2 where the dimension of the output feature 

map is halved of the previous one and so on. The output feature map will be very small after 

several pooling operations. Pooling operations are very useful for capturing long-range 

information, but it is not useful for semantic segmentation tasks since it needs a lot of details 

of spatial information.  

Atrous convolution allows us to capture features at multi scales and keep the spatial 

resolution as the resolution of the input image, this is done by increasing the dilation rate at 

each block to expand the field of view of the filter for better semantic segmentation results. 

Various field of view is creating by setting distinct dilation rates to extract multi contextual 

information without decreasing the size of the output feature maps. 
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Figure 3. Standard conv on the left and Atrous conv on the right 

2.4. DepthWise separable convolutional  

Performing Atrous convolutions to extract the spatial information from the input feature 

maps will take a while which a time consuming, then to reduce that's computation complexity 

with the same performance we used the DepthWise convolution mechanism. It transfers the 

standard convolution into a DepthWise convolution followed by a 1x1 convolution. DepthWise 

convolution decreases the number of the parameters which is used in the convolution layer 
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operations. An example of an approach that used a DepthWise convolution is Xception which 

was proposed by google [25]. 

In DepthWise convolution each input channel in the input feature map will be passed throw 

a DepthWise convolution to perform a spatial convolution. DepthWise convolution is 

independently performed for each input channel then the outputs will be combined by the point-

wise convolution.  

 

 

  (A) DepthWise conv  (B) PointWise conv (C) Atrous DepthWise conv 

Figure 4. (A) 3x3 DepthWise separable conv from standard conv into DepthWise conv, (B) pointwise 

which combines outputs after performing a DepthWise conv on each channel among all channels, and 

(C) Atrous DepthWise conv on each channel with dilation rate equals to 2 

2.5. DeepLabV3 as encoder  

The DeepLabV3 used Atrous convolution to extract features computed by the convolution 

neural network at multi scales and controlled their resolution. Atrous conv supports the 

DepthWise separable conv for extracting the features in parallel mode to reduce the 

computation time based on the resources budget. In the image classification tasks, the spatial 

resolution of the final feature map is usually 32 times smaller than the input image resolution 

which is that the output strid=32, but in the semantic segmentation tasks the spatial resolution 

must be very rich information which done by reducing the output stride to be 16 by applying 

Atrous conv with the dilation rate ( =2) to the last two blocks (the second conv layer at first 

block and both first and second conv layer at the second block) to get denser feature extraction. 

By applying ASPP network which has four parallel Atrous convolutions that apply Atrous conv 

with various dilution rates ( =6, 12, 18) to extract spatial information at different scales (obtain 

multi-scale contextual information). The outputs of the four Atrous convolutions are combined 

by the concatenation layer (catAspp) which is a 1x1 convolution.  

 

2.6. ResNet-18 as decoder  

In this model, we proposed a very effective decoder-based ResNet-18. The first step is to 

bilinearly UpSample the extracted features (by the encoder) by a factor of 4. Note that the dec-

UpSample2 layer is a transposed convolution layer that has the same connectivity as the normal 

conv but in the backward direction which can be used to conduct the UpSampled operation on 

the input features map [26]. In this model we used UpSample2 which doubles the dimension 

of the input matrix [27], then concatenates the UpSampled output (rich semantic details) with 

the low-level features used in modern backbone neural networks like ResNet-18. Low-level 

features have very rich spatial details but lack semantics because it's too noisy to provide high-

resolution semantics [28]. handling that lack problem by concatenated the low-level features 

with the outputs of the UpSampled operation. Since low-level features contain a very large 

number of channels which may cause the training to become harder. Applying 1 x 1 convolution 
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to decrease the number of channels (256 channels used in our model). Applying few 3 x 3 

convolutions to refine the features, after that applying another bilinearly UpSampled operation 

by the factor of 4. Softmax and classification layers are the last two layers in the network. The 

softmax layer applied a softmax function to turn the vector of real values into a vector of     

real values that their summation equals 1 to be considered as probabilities [29]. The output of 

the softmax passes into the classification layer.  

The classification layer used to compute the cross-entropy loss function to classify mutually 

exclusive classes [30], cross-entropy loss function can be formulated as:  

𝑐𝑟𝑜𝑠𝑠 𝑒𝑛𝑡𝑟𝑜𝑜𝑝 =  − ∑ ∑ 𝑡𝑖𝑙 𝑙𝑛 𝑦𝑖𝑙𝐶
𝑙=1

𝑁
𝑖=1    (2) 

𝑐𝑟𝑜𝑠𝑠 𝑒𝑛𝑡𝑟𝑜𝑜𝑝 is the cross-entropy loss, N is the number of samples, C is the number of 

classes, and 𝑡𝑖𝑙 is the indicator that the sample belongs to the class l 

 

     (A) Encoding                                                         (B) Decoding  

Figure 5. The encoder-decoder architecture 
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2.7. Dataset  

In our project, we used the Montgomery County set - Chest X-ray Database, which is created 

by the National Library of Medicine, Maryland, the USA in collaboration with the Department 

of Health and Human Services. It's publicly available to use for many works. It contains 138 

images (58 images for abnormal and 80 images for normal), the abnormal cases referred to the 

patient's diagnosed as affected by Tuberculosis disease. Images are in the image format (image-

name.png image-type) with varies sizes, each image was named such as 

CHNCXR_####_0/1.png where the number 1 represents the normal cases and the number 0 

represents the abnormal ones, it's also contained the ground truth masks for all images whereas 

each mask as same as the name of its properly image.  

 

2.8. Pre-processes 

 

Figure 6. Pre-processing 

2.9. Post-process  

After segmentation, we noted that few results have an unwanted object (dots) that must be 

removed, in these cases we used an operation called Area Opening which removes all 

components that have fewer pixels than the user-defined number of pixels [31][32]. 

 

Figure 7. Resulted in mask before and after open area operation 

4. Performance measurements 

Let these symbols TP, TN, FP, FN represent true positives, true negatives, false positives, 

and false negatives, respectively. In semantic segmentation TP is referred to the number of 

foreground pixels that are correctly classified as foreground pixels, FP is referred to the number 

of pixels that are classified as foreground pixels but truly belongs to background pixels, TN is 
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referred to the number of background pixels which are classified as background pixels, FN is 

referred to the number of foreground pixels that are correctly classified as background pixels.  

We used a lot of performance measurements to correctly evaluate the proposed system such 

that Accuracy, Dice, MCC, Jaccard, Sensitivity, Specificity, Precisionthen the measurement 

equations are:  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
    (3) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
     (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (5) 

𝑀𝐶𝐶
(𝑇𝑃∗𝑇𝑁−𝐹𝑃∗𝐹𝑁)

√(𝑇𝑃+𝐹𝑃)∗(𝑇𝑃+𝐹𝑁)∗(𝑇𝑁+𝐹𝑃)∗(𝑇𝑁+𝐹𝑁)
   (6) 

𝐷𝑖𝑐𝑒 = 2 ∗  
𝑇𝑃

2∗𝑇𝑃+𝐹𝑃+𝐹𝑁
     (7) 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 =  
𝐷𝑖𝑐𝑒

2−𝐷𝑖𝑐𝑒
     (8) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
     (9) 

 

5. Experiments and result  

To evaluate our model performance, we tested it on the Montgomery dataset, we used 

MATLAB 2020a to develop it with computer specifications such that Processor: Intel(R) Core 

(TM) i7-8750H CPU @ 2.20GHz (12 CPUs), ~2.2GHz, Memory: 16 GB of RAM and 4GB 

GeForce GTX 1050 ti.  

We divided the dataset into two different subsets as 60% for training and the rest 40% for 

testing. We trained our model with sgdm optimizer, MiniBatchSize equals 4, initial base 

learning rate equals 0.0100, and a maximum number of epochs equals 30 epochs, then we 

compared our model with two other efficient models on the same dataset and same 60:40 ratio 

of data for training and testing phases, we repeated the experiment ten times, measurements are 

computed on average. 

Table 1. The proposed model performance 

Measurement Performance 

Accuracy 0.995002 

Sensitivity 0.960642  

Precision 0.979460  

MCC 0.967081  

Dice 0.969487  

Jaccard 0.941546  

Specificity 0.998189  
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Table 2. Comparison with other models 

Paper Dice Jaccard SEN SPE ACC 

Proposed 0.969487  0.94154  0.96  0.998  0.995  

[11] 0.954  N/A  0.954  0.985  0.977  

[18] 0.960±0.018  0.941±0.034  N/A  N/A  N/A  

 

 

 Original            Ground truth mask            Segmentation          Segmented mask  

Figure 8. Sample results achieved by our model 

According to the experimental results in [Figure 8], the proposed model detects and 

segments the area of a very promising pixel that almost be the entire area of the field which can 

be very clear when we look at the ground truth mask that had been drawn by the experts and 

the predicted mask by the proposed model which almost to be similar (successful 

segmentation). A problem we faced and successfully handled by the proposed model is that 

some outputs have irrelevant pixels (undesired) provided by the model which is covered by the 

opening area algorithm. 

 

 



Automatic Lung Field Segmentation using Robust Deep Learning Criteria 

 

 

 

80               Mohammed Ryiad Al-Eiadeh 

6. Conclusion 

In this work, we proposed the DeepLabV3 with the ResNet-18 framework that is considered 

as an encoder and decoder architecture to provide a robust image semantic segmentation model 

that automatically segments the lung field from CHX-ray images. The encoding step is 

responsible for feature extraction by applying the ASPP convolution that is capable to capture 

very rich spatial information instead of the standard convolution. The decoding step is 

responsible for classifying the pixels into the foreground or background pixels. Our 

experiments show that this approach is very efficient, highly accurate, and very close to the 

expert's segmentation. This approach improves the state of the art of the neural networks and 

predicts very promising results and can be used for other tasks that need a very accurate 

semantic segmentation network to segment a specific area from the entire image. briefly 

encoding and decoding architectures are very powerful image semantic segmentation tools. 
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