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Abstract ,\)

With the rapid expansion of information resources, the amount of |mag in the
network shows an explosive growth trend. The traditional search engines h OE Egnmdered
users’ different interests; therefore image retrieval efficiency, is 0 solve the
problem, this paper puts forward a research on user- ersona%dglmage retrieval
technologies. Firstly, this paper studies the user mterem es its definitions
and application strategies; secondly, it studies col e filterin orithm based on K-
means clustering, and solves the problem of spa Sourc anely, Finally, explicit

ted to learn and update

tracking, implicit tracking and relevance feedbatk methods
user interest model constantly to meet the u eeds b z%nprove retrieval accuracy and
efficiency. Based on the above studies, t r pre |nd of user-based personalized
recommendation technology, and co Nﬂh retrieval system based on user
personalization, proving that endat% nology is able to provide users with
better personalized recommen vice

Keywords: Personalized @comme Collaboratlve filtering; Image Retrieval;

Relevance feedback Q \a

1. Introduct'mQ\\ \Oﬂ

The informge has e as computer technologies develop rapidly. The information

resources in this era are ore than ever before. As an important information resource,
multimedia informatio as videos, images and audios have become vital information
media on the interpét\JIrages play a major role in multimedia information due to its low

producing cost, cdnvenient storage and speedy transmission. As a result, the researches on
image retriem%?'chnologies become increasingly appealing to researchers and this also has
practical si nce to researches on personalized image retrieval technologies.
Perso&ion refers to the differentiated and specific service offered to users according
to thiel ed demands. Personalized image retrieval means the initiative learning on users’
Inter g based on information such as users’ operation on image data and their retrieval
historles, and according to the learning, users’ demands and the image information they are
about to search can be predicted [1]. Personalized recommendation technology play a vital
role in helping users’ acquire corresponding demanded information so that it is highlighted in
the academic circle. At present, researches on personalized recommendation have deepened
and personalized recommendation technology has been developed and applied greatly. By
preprocessing user rating matrix, Fang Yuke [4] simplified the ranking question as a rating
guestion that based on the nearest users, and applied integrating learning method boosting in
recommending service. According to Wang Guoxia [5], the network was excavated
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intelligently by drawing diagrams and complex network theoretic technology, and under that
circumstance the performance of the recommendation system was improved.

Among various recommendation technologies, collaborating filtering technology is the
most classic personalized recommendation technology. Wang Qian [6] converted users’
evaluation on a project into the calculations of users’ preference on certain projects, therefore
the nearest user group could be calculated. Li Feng [7] and Xia Xiufeng [8] put forward a
personalized recommendation technology that based on product feature.

Nowadays, the major element that affects the recommendation accuracy of collaborating
filtering technology is the so called sparse data, namely when considering about the nearest
users’ evaluation on resources, the evaluated resources are little compared t the total
resources in the system, and this leads to a scarce and sparse evaluation data gi arby
users. The sparse data fails the system from accurately confirming the neare l\:%'gfoups of
the targeted users and therefore it cannot conduct a high-quality ar@ -efficiency
personalized recommendation to targeted users [9]. %m

Among personalized recommendation systems, user | s the core of the
aicks to the Usershand it is established

system when offering personalized recommendatio
by recording all kinds of users’ behavior inform:
continues to amend user interest model. Hsu ad@pted user intékgst”’model in medical image

retrieval and it worked well [11].

In personalized recommendations, rele\ @feedback nology is used to perfect user
interest model so as to better reﬂect dem he thought of relevance feedback
technology is to adjust recommen a us1ng information of users’ feedback
on the results of the system. A rpose is ovide more accurate and more reliable
recommendation service. At ln. f image retrieval, the major relevance
feedback technology adopte perso commendatlon technologles is man-machine
coordinated and mter@ct rning [12]. Yin used users’ retrieval logs as the
feedback mformatlo uct m& antic clustering [13].

2. Research atlon
2.1. Collaborative Filter hnology

Collaborative fllter echnology is a major kind of personalized recommendation

technology. Its mai a is to predict targeted users’ evaluation on resources that have not

been visited by tal account of evaluations of the nearest users group of the target users. In
this case, a lized recommendation can be carried out. In other words, if user X and Y

have smﬂa@ uation or behavior towards some projects, then their opinions towards other
projects @s milar [14].

, collaborative filtering technology can be divided into two kinds: content-
bage%ollaborative filtering technology and project-based collaborative filtering
technology. The major idea of former one is to calculate users’ similarity through their
evaluations on the projects. Then the nearest user group of the targeted users can be
found, and through user groups’ evaluation on projects, targeted users’ evaluation on
projects that have not been visited can be predicted. Finally the recommendation can be
realized based on the prediction. Project-based collaborative filtering technology is to
calculate project similarity by taking account of their attributes and then recommend
according to the similarity level.
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2.2. User Interest Model

User interest model is a kind of structured file layout that stores and manages users’
interested information. It is mainly consisted of semantics that the users are interested
in. Each semantic has its correspondent interest weight and the higher the weight, the
more interest the user has towards it.

Nowadays, the user interest model that has been researched and applied more is
based on semantic representation method. The semantic is obtained according to the key
words that the users searched in the system as well as the system’s analysis on users’
operation behavior, therefore the semantic can authentically reflect users’ interests.
User interest model that based on semantic representation method is easy, s{wgmd
united, so this paper employs it.

User interest model that based on semantic representation method i
descriptive document about users’ interests in personal'%ed reco

sted as a
ion system

[15]. Its main idea is to describe the relation betw manti their weights.

Weight can be shown by Boolean Value or Real Val epresefit use?S’ interestingness

for a certain semantic. Weight can reflect Variou®1 tics’qdegrdp$ of importance in a
g9

user interest model, so here comes the followin nition?

Definition 1. User Interest Model 'Q .

UIM is used to store and mange |n |0n w e users are interested in. It is
manifested as a quintuple [15]:

. _(U S
U=(uy, Uy, Us.. u. un) Ui pres er i, and U is the collection of the entire
users. S=(Sg, Sz, Ss.. ), and .2, Si3...Sim.-.Sin). Sim refers to semantic m

that user i is mterested iINNO=(q1, q { .., qQn), and g;=(di1, iz, Giz---Gim---qin)- Qim
refers to the initial t wei of semantlc m which user i is interested in. F=(f,,

fy, fs... 2: (f,l, i3.\ fim...fin). Fim refers to the final interest weight of
th

semantlc m ser i is erested in. & represents user behavior. During the
retrieval proc e w t f users’ interested semantic constantly changes, making
the interest weight o semantic converts from initial interest weight to final
interest weight. ‘&

When a user re@: image, the major user behavior includes[16]:

Inquiry: user uses key words to retrieve correspondent images.

Scan: th scans detailed information of his or her interested images.

“the user downloads his or her interested images.

n: the user gives feedback, comments or marks to the retrieved images.

Usefs’ interestingness for images can be judged from their operation behavior.
Considering user behavior’s impact on semantic interest weight, Table 1 is provided as
a standard to update the interest weight of the semantic.

Table 1. User Operation Behavior’s Impact on Interest Weight of the Semantic

User’s line 6 Semantic interest weight(q;;, fi;)
|aniry Qij = fii; fii = q”+002, f||:03(q||§03)
Scan gii = fij; fij = 9;;%+0.02; ;=0.2(q;;=0.2)
Download Qi = fij; fij = i;+0.04; £;;=0.4(q;;<0.4)
Evaluation ai; = fij; fij = 9ij+a*0.01; f;=0.3(q;;=<0.3)
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g;j refers to the initial interest weight of semantic m which user i is interested in, fj;
refers to the final interest weight of semantic m which user i is interested in and o
refers to users’ evaluation index to the semantic. The value of the index are 1, 2, 3, 4,
5. The larger the value is, the higher the evaluation index and the deeper the
interestingness towards the semantic.

2.3. Learning User Interest Model

By collecting user information such as retrieval history and operation behavior and
after a series of processing, the elements to set up user interest model can be converted
and then being used to offer guidance for personalized service [17]. Only by Tearning a
user’s retrieval information and operation behavior can the user’s intere el be
built. User interest models will constantly changes as the user’s retri ipformation
and operation behavior change. So it is necessary to kee ea,rnlng ting a user
interest model. Firstly, a user interest model is set a ord1n e user’s initial
information; then the method of explicit tracking an iCitt Ckl are combined in
learning a user’s behavior so as to perfect the us e est del ectlvely

2.3.1. Explicit Tracking Learning

Explicit tracking learning is to obtal @update i semantic information which
a user is interested in by making u the feedback and evaluation on the
retrieval results. Users will haveéf retrieval results, for example to
judge whether the images megt th emandss »*to score for the images. These kinds
of information can dlrectly easny the information of whether the user is
interested in the image or pet. Howeye users will not feedback in a serious and
detailed way so that the ack anéS}fuatlon information which the system obtains
cannot truly reflect ow‘f mét%res oes a user has towards a certain image. In this

case, the rating d < he sys will become sparse, making the system unable to
accurately confimg “’ at inte aduser. Therefore, it is difficult to carry out a high-
quality and hifICIe cy@rsonalized recommendation to the targeted users.

2.3.2. Implicit Trac earning

Implicit tracki@rning is to learn about a user’s interest implicitly through his or
her operati ehavior towards images. A user’s interest in resources can be largely
reflected t%@h his or her operation behavior towards the resources, enabling the
system fr btaining accurate information on user interest. Implicit tracking learning
can e@ne shortcoming as fake information which will appear in explicit tracking
lea@so that it can better reflect a user’s interest. When a user inquires about images
by key words, then the user’s interested semantic can be obtained through the retrieval
key words; when a user scans or downloads an image, the interested semantic can be
obtained through the image’s label and based on this, the user’s interestingness for the
image can be predicted.

2.3.3. User Interestingness

By analyzing a user’s scan behavior on the web, the user’s interestingness for a
certain webpage can be judged. So a user’s interestingness for the resources of a
webpage can be calculated by this analysis. According to the lines scanned by a user in
the web, Cui et al. (2011) [18] offered the following definition:
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Definition 2. A computational formula of interestingness based on the time a user
spends on scanning the webpage, as shown in formula (2.1).

Int = ——— Formula (2.1)

t Is the time user k spends on product j of type i when scanning the webpage, m
represents resource numbers of a certain type and n represents the total types of the 4esourees.
dDyi pace model.

If the document is shown by vector quantity, then si betwe@cuments can be
calculated by a distance formula of the vector quantiti \ res@lt, the“distance between
document vector quantities can be used to calcul imila ty béwveen documents. The
nearer distance between the correspondent vectorg t|t|e documents, the higher
similarities between the documents and vice [19] hIS ethod can be adopted to
calculate similarities among users. At prese are ajor methods to calculate the

similarity, namely Cosine Similarity, P orrel ion |m|Iar|ty and Amended Cosine
Similarity [20].

Definition 3. Computationaﬁ of cosmg}ance as shown in formula(2.2)
Z W x\.N@
sim(Userl,UserZ’b k=L

Wl, represer@@vs score

3. User-personakization-based Recommendation Technologies

2.4. Similarity
Sim(D4,D,) refers to the similarity between document D

iy

Formula (2.2)

project k and Wy representsUser,'s score for project

3.1. Vocabmqg;b sed User Interest Model

To set u@ ser interest model, this paper adopted a vocabulary-based user interest
moded aad)it is stored as a data base. The vocabularies in this paper’s model are from
the%eval key words that the users type, key words when scanning images and
users feedback information towards retrieval results and recommendation results. The
interest weight of these vocabularies is updated according to Table one.

If user A’s user interest model is M, and according to definition 1, this paper
defines user interest model which it adopts as follows.

Definition 4. User interest model:
M=(U, S, 6, H)

U represents user A’s Id. S=(S1, Sz, S3...Si..., Sn), and s; represents vocabulary i
which user A is interested in. H=(hy, h,, hs...h;..., hy), and h; represents the interest
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weight of vocabulary i which user A is interested in. d represents user behavior, and
the conversion of interest weight of the vocabularies is based on Table one.

With the help of this model, the relation between users’ interested vocabularies and
their weights can be directly described. In addition, a user’s interestingness for a
certain vocabulary can be described in a relatively united way. According to user
behavior that & represents and in combination with Table one, the user interest model
can be timely and conveniently updated so that the model can be optimized to meet
the real demands of users.

3.2. Learning Vocabulary-based User Interest Model

Since users’ interests are changeable the system needs to learn e user
interest model constantly based on users’ retrieval hlstorles and operaé avior. In
terms of this problem, this paper will use explicit tr g°learn supplement
and implicit tracking learning as a major metho 1 arn ab sers’ retrieval
histories and operation behavior so as to perfec erest m

tracking learning to gradually perfect interegt, model by using relevant
information of the users obtained thr’ relevanc dback and key-word-based

3.2.1. Image-retrieval-based Explicit §rn|ng Tf@(per employs explicit

information that the 1mage cart refle er’s interested field. So in explicit

tracking learning, firstly an aI user ihterest model is set up based on relevant

information a user filled n he or,h sters, for example hobbies and interests;
hé:éks

image retrieval.
With regard to image retrle n%g ep is to analyze the semantic
C

then regard vocabular the and interests as the initial vocabulary
informationinau st mod t its interest weight at 0.5.

When a user cts rd based image retrieval, his or her interested
vocabulary c ec Iy 0 by tracking retrieval key words. Meanwhile, this
vocabulary 1 atlo 1 be added into this user’s interest model. And if the
vocabulary mformatlon ready in the model, then its interest weight should be
updated according to 1.

When the syste rs a user the retrieval results and recommendation results, the
user’s interestin for this image can be acquired by his or her feedback on those
results. The\%gback can be mainly divided into dislike, somewhat dislike, okay,
somewhat nd like, and their vocabulary interest weight are 1,2,3,4,5 respectively.
Then tr&abulary information the image carries and its correspondent interest
weli added into the user’s interest model. If the vocabulary information is
already/existed in the model, then its interest weight should be updated according to
Table 1.

According to a user’s interested vocabulary, a user interested vocabulary matrix can
be obtained. This paper employs A (M,N) matrix to reflect user interested vocabulary
matrix which is got through explicit tracking learning. In another word, it represents
the interest weights of N words from M users, as shown in Table 2. A;;represents user
i’s vocabulary interest weight of word j.
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Table 2. Vocabulary Interest Weight Matrix

Al 1 Al 2 A1,3 ...... A1 i e A1 n-1 A1 n
A2 1 Az 2 A2'3 ...... Az i e Az n-1 Az n
Al A As |- A | Aint Ain
Ami Az Ans | ... Ami | ... At Amn

However, in real life, only a few users will give the feedback in a serious anthde iled
manner so that this paper employs implicit tracking learning to get relevant |nfor ion of the
user.

3.2.2. Image-retrieval-based Implicit Learning

With regard to image retrieval, the major user be
this paper are scanning and downloading. \/

A user’s operation behavior reflects his or herdnterested 1m% d the semantic the image
carries can represent the user’s interest to so ‘@Eee The@ystem records a user’s operation
behavior implicitly to get the semantic of' age Whl user scans right then, and the
user interest model is updated and perfe cord g able 1.

User interested vocabulary matrix e got a user’s interested vocabulary. This

paper employs B(M,N) matr X to ect us rested vocabulary matrix which is

@&f the mﬁ&%ﬁ:kmg learning in

got through implicit trackln arning. another word, it represents the interest
weights of N words from sers, as,s n Table 3. Bjjrepresents user i’s vocabulary
interest weight of word j. Q
e 3.V ulary Interest Weight Matrix

B, B.{ \\ Bis _ V... By  [.... Bt Bin

Bg 1 Bz 2\-/ Bﬁv ...... sz ...... Bz n-1 Bz n

Bis Bi, y | Bij | ... Bin1 Bin

Bmi Bnz, Y1Bms | ... Bunj | ... Bt Bmn

By comt@S Table 2 and Table 3, a user’s final vocabulary interest weight matrix P(M,N)

can Qoed, as shown in Table 4.
Table 4. Final Vocabulary Interest Weight Matrix

Pi1+tA1+Bys P12+tA1+B1 Pyj+tALj+By PintAintBy,
Po1+tAz1+Bo1 P2otAz0tBoo Pyt Ay j+By; PontAsntBan
P ,1+Ai,1+B| 1 P ,2+Ai,2+B| 2 Pl,j+Ai,j+BIj I:’l,n'l"A\i,n'l'Bl n
Pm 1+Am,1+Bm 1 Pm 2+Am,2+ Bm 2 I:’m,j""b\m,j"' ij I:’m,n"'/A\m,n"' Bm,n
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3.3. K-means-based Collaborative Filtering Algorithm

K-means-based collaborative filtering algorithm firstly will confirm the nearest
user group by user similarity. As for calculating user similarity, it is related with
users’ interestingness for a same word. Then vocabulary interestingness will be
calculated and it is through the analysis and processing of the vocabulary and its
weight in user interest model. Finally, if the nearest user group of the targeted users is
confirmed, then the resources, which the nearest user group speaks highly of, can be
recommended.

The structure of K-means-based collaborative filtering algorithm is w as
Figure 1:

Calculating User
Vocabulary € User wdtglrest
Interestingness

A
4 3 4
Calculating W
Similarity Q Recom b dations
[ ]
Collaboratlv Q \CQ
Fllterln
, Q)

NS | & o Sy
¥

3.3.1. User Intere

Image Data
Base

@ure 1. Algorithm structure

cabulary: A user interest model which is based on
interestingness r users’ vocabulary interest weight as the foundation in
searching users’ Thtefested semantics of the images. As a result, to obtain users’ final
interest voc&%gry of a certain kind of resources in an image retrieval system, the
users’ interestitigness for the semantics which the images carry should be calculated
by form @.1)

interest model, provided that altogether there are K interested words, then
all t ords in the model constitute a user interest vocabulary set Tsouce, and the
interest weights of all the vocabularies can be seen as a series, so here comes the
following definition.

Definition 5. Computational formula to calculate a user’s interestingness for
vocabulary, as shown in formula (3.1).

Weight (Word,)
Tnum

> Weight (Word)

Interest(Word,) =

Formula (3.1)
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Tnum represents the total number of words in a user interest model, and
Weight(Word;) represents user i’s interest weight on Word;.

On the basis of user interest model, by calculating users’ interestingness for
vocabularies, vocabularies that users truly interested in will be confirmed.

3.3.2. The Nearest User Group: This paper regards vocabulary-interestingness-based Cosine
Similarity sim_Interest(User,User;) as the way to measure user similarity in K-means
algorithm, and only takes targeted users as the center. Based on formul (2.2)‘ a
method to measure vocabulary-interestingness-based similarity is put forward{q'g)here
comes the definition.

Definition 6. A computational formula to measure the ;o;ine Sizl@between the

targeted User and user i, sim_Interest(User,User;), is sho formu

n '§> x)
Z(Interest@x Intgxw,k))
k=1

\/ n |nre@?;x;}§werest(w,k)z

Interest( Wy ) represents tar t@ser’s i@ngness for word k and Interest( W;,
sﬁi& k

k ) represents user i’s interesfi

ess for work R
Considering about }h&vumber@ple who have the same vocabulary

sim _ Interest (User ,User) = Formula(3.2)

interestingness, differe thods ployed to confirm user-based nearest user
group under two kingdsNeT circumstances. If there are less than five people who have
the same vocabuylaryyintereshi %, then this group is directly seen as one nearest
user group. If form@s used to calculate polymerization degree among the

users to form a nearest roup.

3.4. User-based Walized Image Recommendation Algorithm

ProvidedAthat there are some users in the system and the system establishes user
interest m or each user, on the basis of the above analysis on each part of user-
base p@ alized image retrieval technologies, the user-based personalized image
rec@ndation process and algorithm defined by this paper is as follow:
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Analyzing Targeted User’s
User Interest Model

v

Obtaining The Final Vocabulary
Interest Weight Matrix in a User
Interest Model and consisting
user Semanteme

Vocabularies in User
Semanteme or Not

Using formula(3.1) to
get the interestingness -«

for word i-Interest(W;)

Yes

Interes @I(Wi),
Targeted Us erested

Semante

h 4

\ et the Images Which the
r Have Scanned and

Recommending

Image Data

A

Applying scan-time-based
Top-N algorithm(N=5) to
Recommended images

R 3

A

Adding i into
Recommend Images /\

analyzing all th
images

e

Among Users, the Images That

Users Have Scanned and also
Include Semanteme are

Collected as Images

[

A

The Targeted-user-based Nearest
User Group Users Set up Based
on K-means Algorithm and
Formula(3.2).

@ ncludes Semanteme as

Image Viewed

To Calculate Each User’s
Interested Vocabulary and Its

" | Correspondent Interestingness by

Data Base

@ Figure 2. Algorithm Process

Algorithm name: user-based personalize image recommendation algorithm
Algorithm function: to confirm recommended images for targeted users

Input:user behavior sets

Output: the recommended M resources

Algorithm process:
(Dobtaining User Semanteme

@calculating interestingness for user interest vocabulary:
To set the images which targeted users have scanned and include Semanteme as

Image Viewed.

40
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To calculate other users’ interestingness for user interest vocabulary.

(®calculating the nearest user group-Users

The images that targeted-user-based Users have scanned and include Semanteme
are collected as Images.

To set collection Common and recommendation collection as Recommend Images.

@generating of the recommended images

®updating user interest model

End

The complexity of this algorithm is O(N*M), in which N represents the ber of
users in the nearest user group and M represents the number of the analyz t ested
words of targeted users.

This paper will give a detailed description for some S ajgorlt s algorithm
in the following lines. Q)

For sub-algorithm (@:

To obtain the user’s user interest model thro@ irin dat

To inquire five semantics with have the hi voca% nterest weight in the
user interest model, and gather these WQ; and t eights to form a User
Semanteme; %

For sub-algorithm @):
To obtain the user’s user interest %1 threu uiring data base;
To inquire the weight for aII h abulark et in the user interest model;
While(each word i € User nteme {
Set the interest we%eof word i g?Oand interestingness as X;

While(each weightW t) { \\9

X +=VIA, Y
%f(Max Inte@(‘&& \0‘%

Max Intere ;

Interest vocalyalary o ted users, Semanteme=i;

ri%:

user’s user interest model through inquiring data base;
he weight for all the vocabularies-Wset in the user interest model;
ord n € UserSemanteme)do{
he interest weight of word n is N, and its interestingness is X;
While(each weight W; € Wset) do{
X+=N/W;;
If(Max Interest Weight<X){
Max Interest Weight=X;
Max Interest Words = n;

by
¥

If(Max Interest Words==Semanteme) {
User Count++;

Copyright © 2014 SERSC 41



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.6 (2014)

Add the user into userSet;

If(user Count <5){
The nearest user group based on targeted users, Users=userSet;

}
Else{

If(targeted user’s interested word-SourceW==any user’s interested word-W){

calculate the Distance between targeted user’s interestingness of the interest
word and W;

put Distance and other users’ Id into UserDistance;

}
Choose five smallest Distance in UserDistance to form the nearest l@b based
For sub-algorithm@: Q’Q

on targeted users.
} @
While (each image i € Images) do{ x})
If(i € ImageViewed){ x
put i into Common; QQ, °\%

}

} PN

If(Common.length < 5){ Q) &\

RecommendlmageszComQ

}

Else{

applying scan-time-b&rop N @ihm(N 5) to Common so as to get a new set
Common’.

RecommendIm Co

Recommen@ma c@ in Recommendlmages to users;

For sub-algorith @
obtain user’s r&al key word W;

If(W € Userse teme)
Updatl ulary interest weight matrix according to Table 1 and updating user
mterest as well,

W to UserSemanteme,set h=0.5;
(each image Image; € Recommendlmages) do{
Users offer feedback on Image;;

Updating vocabulary interest weight matrix and user interest model according to
relevant user feedback after scanning Image;;

¥

4. Experiment and Analysis

To verify whether the user-based personalized image recommendation algorithm
which is put forward by this paper can provide users qualified personalized service or
not, this paper will design a paper prototyping system, namely user-based
personalized image retrieval system. This system is based on user interest model, K-
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means-based collaborative filtering technology and user-based personalized
recommendation algorithm.

This system is a user-based personalized image retrieval system and can provide
users with personalized image retrieval and recommendation service. Therefore, in
terms of developing model, B/S model is adopted to facilitate the separation of user
information and system data. This system employs a Tomcat 7.0-based and JDK1.7-
based integrated developing environment; the foreground developing adopts My
Eclipse 10.0 developing application program; the system’s design language is Jsp and
JavaScript, and the background data base is MySql.

4.1. System Design

The user-based personalized image retrieval system in this mcludes
foreground and background. The foreground mainly includes user ion and log
in module, personal information management mod er |nt odel module,
image recommendation module and image mforma le. Whereas the
background includes image management mo of this system is

shown as Figure 3.

Q! ° %
o
nage '\
\ etrieval

System,

Foreground PY (: % Background

‘ v 1
Personal
Personal
Information ,\" Im.age Image Image Information
Management Retrieval Recommendation Management
Management

V—‘j |

Editing

Images

Deleting Adding Checking assword E-mail
Images Images Images Managemenl Management

password E-mail Interest Im ‘Qack User User Image
mati

Interest Behavior
scaffning yn jormation Model Cotesgior | | Recommendation

Scanning Feedback Retrieving
Images
Images Information

O ; Figure 3. System Structure

@a user logs in the system by inputting the username and password, he or she
can ing the password, e-mail, hobbies and interests; the user can acquire images
by key words and at the same time the user can click the acquire results to see the
details. When scanning the details, the user can give feedback of whether the images
are interested or not; if the user interest model reaches a certain scale, namely the
user interest vocabulary matrix of the model reaches P (5,5), and when the user-based
personalized image recommendation technology in this paper is employed, then the
users can obtain their interested image information through image recommendation
set when the system recommends images to them. By analysis on users’ different
operation on the retrieval results and recommendation results, the system will adopts
a learning method which takes explicit tracking as a supplement and implicit as a
dominant to track users’ retrieval histories and operation behavior so as to update and
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perfect the user interest model. In this case, the system can timely follows users’
interests and offers them convenient and accurate personalized recommendation
service.

When a manager logs in the system by inputting the username and password, he or
she can check and alter users’ personal information, for example to alter the
passwords and e-mails; the manager can also add, delete, alter and check the images
in the system to ensure the reliability of the system’s image data.

4.2. Experiment Results and Evaluation

The experiment in this paper is conducted in the user-based personaliw\ége
retrieval system which has been already designed. During the experlment rs are
selected to be included in a contrast experiment, in other words, they, I perience
both the user-based personalized image retrieval syste non- ed system.
In this contrast experiment, users’ interest theme A wi %ecord’%&hmtly And by
contrasting users’ retrieval on A in seven days, th he personalized
recommendation technology can be tested.

The system will record the 10 users’ retrievaly Wnl feedback information
and automatically analyzes their intere The to mber of the system’s
recommended images, user’s retrieved @ and’ > accepted images will be
recorded separately. And during th en ers retrieval, scanning and
download information will be track

This paper mainly adopts t é‘neters Iuate the accuracy of the system’s
recommendation-recommen cecurac |on and retrieval times Count, and
their computational formulas are as defr 7 and 8.

Definition 7. Recom tlon y. Precision is the proportion between the
resource amounts t% ccepted byMhe users and the total resources that the system

recommends. It is to reflettethe performance of this system’s recommendation
technology, a@mputan férmula is shown as (4.1).
.. acceptNum
Precmoég) P x100% Formula(4.1)

recommend Num

acceptNum r nts the visited times of the recommended images, and
resents the total number of the recommended images.

recommend%
Definiti etrieval times. Count is the average times of each user to click and
search t words which are being typed in the system’s search bar.

@user can choose their interested theme A according to their own interests.
During” the seven-day experiment, they can retrieve A in both the user-based
personalized image retrieval system and the traditional image retrieval system. The
experiment information of each day will be recorded.

The results of the experiment is shown in Figure 4 and 5.
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Figure 4. Recommendation Figure 5. Contrast of Retrieval

Accuracy Times e
o%?hdation
w. But as
time goes by, when the system gets a certain amoun/
operation behavior three days later and builds a reI
model, the system is able to analyze users’ ir - s acc rat nd obtains users’
interested vocabularies to gradually improve th ioh’accuracy.

By analyzing Count and the experiment results, |t is fo that in the early stage,
the retrieval times in image retrieval wh| es user-based personalized
recommendation technology is almost same wi at in the traditional image
retrieval system. However, as more E retrl t turns out that the retrieval times

By analyzing Precision, in the early stage of image retrieval, the r
accuracy of the image retrieval system that this paper essgns is relative

of the former system is far less the ne which demonstrates that user
retrieval history and operatlmg ior can ct user interest model and make the
recommendation more accuratés By optl ing user interest model, the users can
directly get their interest mages the system’s recommended images and
reduce their retrieval @ Unde 01rcumstance users’ retrieval cost can be

reduced and the ret% f|C|e% be improved as well.

5. Conclusi Pros

With the rapid dev, ent of computer technologies and the internet, the
traditional informati ieval technologies can no longer meet the real demands of
the users and use d personalized recommendation technology is gaining more
attention from N&:hers. This paper firstly researches on the background and
developmen@t ation of image retrieval technology and personalized
recommenm technology, and then takes image retrieval as an example to conduct
a deep alysis and research on user-based personalized recommendation
tec . This paper has researched the related key technologies and offered some
suggestions to improve them.

On the basis of this paper, in-depth researches on the following work still need to
be done. Firstly, to research on various information’s functions on Web image
retrieval. For image information, the image’s characteristics should be analyzed and
reflected. Moreover, semantic information and image characteristics should be
combined to further improve recommendation efficiency. Secondly, user behaviors
that this paper covers are just key word retrieval, scanning, downloading and
evaluation. However, there are far more behaviors than these, for example, collecting,
marking and printing. All these behaviors can somewhat reflect users’ interestingness
for images, therefore it is necessary to research on information that can reflect users’
interests in the Web, for example other operation behaviors. In the end, because the
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system structure of this paper is relatively simple and the data is not adequate enough,
its demand for the system’s efficiency is not high. However when encountered a
complex image retrieval system which carries a large amount of data, the clustering
algorithm this paper employs may not be applicable.
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