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Abstract
In this paper, the works on time synchronization in wireless sensor @o ks are
investigated step by step. In particular, the diffusion-hased al for global
synchronization in large-scale distributed sensor netwo %lntens@cused We thus
propose a fast-converged asynchronous diffusion syn i0n seheme I order to improve
the performance of the asynchronous averagln ion and then prove its
convergence mathematically. The evaluation results‘and dlscuw or the proposed scheme

are also presented with simulation study. Wo@entually hat the proposed scheme
converges a little faster than the asynchrono@v raging ion method.
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1. Introduction 4

Recently, small smart deWices star t mbedded into the various environments in
order to monitor the.e ccurre e areas such as homes, plantations, oceans,
rivers, streets, and i ese tifly and low power devices which enable sensing
and communicati S h ‘P%de sensor networks emerged. Typically, wireless
sensor netwoi?@%) are eclal type of ad-hoc networks, where wireless sensor
nodes get tog and o@a}eously form a network without any infrastructure. Due to
the absence of infrastr e such as router in traditional network, nodes in a sensor
network have to coo e for communication by forwarding each other's packets from
a source to its d ion. Thus, this yields a multi-hop communication environment.
Since a sensor sys with local clock is not capable of coordinated operation and data
synthesis fo\éwre predictions, moreover, it is required to globally synchronize the
clocks of the nodes in the whole network. That is, all the clocks need to have
appr r.e y the same reading at a global time point, irrespective of their relative
di

In Qeneral, a distributed system consists of a collection of distinct processes running
concurrently in multiple nodes where each node uses a local clock for handling the time
without global clock. Hence, each process in different nodes should use their local clock, and
the frequency of these clocks may differ from each other and thus this finally causes drift in
time over a period of time [1, 9, 11]. Therefore, these clocks may not remain synchronized all
the time. Typically, time synchronization is a critical middleware service for many
applications and operating systems in large-scale distributed systems [6, 9]. There are actually
certain applications which need the time synchronization in distributed systems such as
banking applications, database queries and real time applications. Hence, time
synchronization in distributed system is so important because time-based events can be
handled only if all the nodes in distributed system share a common notion of time. Since the
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clocks in distributed system do not remain well synchronized without periodic
synchronization, the clocks on the nodes must resynchronized periodically by using the clock
synchronization algorithm in order to maintain the global time.

Depending on the certain applications in distributed system, we need to know the time and
the date at which an event happened on a particular node, and the relative ordering among
events and the time interval between two events that occurs on different nodes [10].
Specifically, the knowledge of time between the sensor nodes in WSNs is essential that detect
the events such as target tracking, speed estimating, and ocean current monitoring. Hence, the
sensed data often loses valuable context without accurate time information. With time
synchronization, voice and video data from the different sensor nodes can be and
displayed in a meaningful way at the sink. Particularly, the common services i wsuch
as coordination, communication, security, power management and distributed.lo depend
on the global time scale [41]. C}

Consequently, global time synchronization is very i ar?t |n e distributed

system environments like WSNs. Time synchronizatiog % at providing a
cks of s in the network.
oniz nly depends on the

common time-scale (frequency and phase) for
Conventional distributed algorithms for time

achievement and maintenance of a common timesscale for all th es in the network. These
algorithms exchange the local time infor throu.gh ckets carrying a time-stamp.
Specifically, distributed time synchronlzaf to prowd rection factors to each node in
the network, and thus enable the nod nver |tq¥vn clock value to that of a unique
common global clock [30]. Howeve iona t\ﬁ ed algorithms cannot be considered
for problems due to their un| cteristics,\especially the severe resource constraints.
Furthermore, most of existing chronl.za ethods are not scalable for very large

networks since they use glo I time info ion sent to all the nodes. The initializing node
may encounter failure a%g S, the&' ach is not fault-tolerant. All the nodes to be

synchronized togeth xecute the &lock update approximately at the same time, which
may be too difficult %ge— C tributed system [29].

Until now, ile, diffu sed algorithms have been some of the most popular
dcbalancing in traditional distributed systems [12, 14-16]. In
00" methods, each computer can give its load to other computers
it is under-loaded. Cybenko [7] and Boillat [8] analyzed the
diffusion method i balancing. They identified the sufficient and necessary conditions
for convergence. me complexity of the diffusion method was also analyzed in [29]. It is
known, how%;hat this type of algorithm can suffer from slow convergence.

In this therefore, we investigate the asynchronous diffusion methods and then
propose &converged asynchronous diffusion scheme for improving the performance of
thi methods. This paper is organized as follows: In Section 2, the backgrounds and
relate@yvorks on time synchronization are introduced. In Section 3, we also investigate the
diffusion-based algorithms and introduce rate-based asynchronous diffusion method. Fast-
converged asynchronous synchronization scheme is proposed in Section 4. We also give
evaluation results and discussions in Section 5. Finally, the conclusion is given in Section 6.

methods for ic |
diffusion-based load bala
or take load from th

2. Backgrounds and Related Works
2.1. Clocks and Synchronization

For the general system model of clock synchronization algorithms, in this subsection, we
consider a set of distributed sensor nodes interconnected by a wireless sensor network that
can have different characteristics. The clock is essentially a timer that counts the oscillations
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of a quartz crystal with a particular frequency. Every sensor node should maintain its own
clock which is the only notion of time. Each sensor node is mostly equipped with a hardware
oscillator in order to assist its clock, which is a collaboration of hardware and software parts.
Then, we can represent the clock for node A at real-time t by an approximation c, ). The

clock difference between two sensor nodes is normally referred as the offset error. There are
actually three reasons for the node clocks to represent different times: First, the node clocks
might be started at different times, second, due to the slightly different frequencies among the
quartz crystals operating on the sensor nodes, the clock values might be gradually diverge
from each other (termed as the skew error), or third, due to the aging or ambient conditions
such as temperature, the clock frequency of the nodes can change differently%r)ﬂme

(termed as the drift error) [34]
The synchronization on a wireless sensor network is basically to equaliz ?}?ﬁs of the
n sensor nodes on it. The synchronization can be elther glo a::or Iocal ac 0 the range

it covers. That is, it depends on trying to equalize C (t ome set of the

nodes within the same spatial locality. However, equall ffsets”is not enough for
effective clock synchronization since the clocks ards. Therefore, the
clock rates as well as offsets should be equallzed her (&a e the offsets should be
repeatedly corrected in order to keep the clocks hronlze veba time period [25].

This kind of strict definition of synch.ro n actu %an be relaxed to rather loose
degrees according to the characterlstlc appllc n general, the synchronization
mechanism can be classified into thre Flrst mechanism is just to compare
the local clocks for order of even sages to tell whether a particular event has
occurred before or after a ent ThIS gorithm is just ordering rather than
synchronization and an example to this f synchronization is given in [23]. Second
mechanism is for all nodes t@amtam that is synchronized to a reference clock in the
network. Thus, it is * preser global timescale throughout the network. The
synchronization sche 21] copf@rms to this model. Third mechanism is for all nodes to
maintain informati out th tive drift and offset of their clock to other clocks in the
network in adt runm local clocks independently. Thus, at any instant, the local
time of the node*edn be c%u ed from this kind of information. Most of the synchronization
schemes for sensor net se this model [20, 24].

been propo 4, 13, 27, 31-33, 37-38, 42-45, 47-48]. In this subsection, we extensively
investiga major approaches among those mechanisms for time clock synchronization in
WS @algorithm of Lamport timestamps [1, 5], which is a landmark study in computer
clo%xchronization, is a simple algorithm used to determine the order of events in a
distributed computer system. As different nodes or processes might typically not be perfectly
synchronized, this algorithm is used to provide a partial ordering of events with minimal
overhead, and conceptually provide a starting point for virtual clocks. Lamport’s work has an
important influence on the clock synchronization in sensor networks since many sensor
applications require only relative time, and thus absolute time may not be needed.

The Network Time Protocol (NTP) devised by Mill [17-18] is the most widely used time
synchronization scheme in the internet domain. NTP has a lot of advantages such as
scalability, self-configuration in large networks, robustness to failures, and ubiquitous
deployment. Since NTP is originally designed for synchronizing the computers on the
Internet, however, it doesn‘t work well for sensor nodes due to the energy and computation
limitations. Global positioning system (GPS) could also be used to synchronize a large group

2.2. Related Wor@
Until no%ﬁ mechanisms to synchronize the local clocks of the nodes in WSN have
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of nodes in the Internet. However, a GPS module may be too expensive to attach on small
sensor devices, and its service may not be available in environments such as indoor or under
water. Consequently, traditional schemes such as NTP or GPS are not suitable for
synchronization method in wireless sensor networks due to the problems such as complexity,
energy issues, cost and size factors.

Elson and Estrin [19] have introduced Post-facto synchronization scheme in which unlike
NTP, each node’s clock is normally kept unsynchronized with the rest of the network. That is,
a beacon node periodically broadcasts beacon messages to the sensor nodes in its wireless
range, and then each sensor node records the time of the event (timestamp) with its own local
clock. Upon receiving the reference beacon message, nodes eventually adjust vent
timestamps. The local clocks only synchronize when there is difference among ws of
various nodes. This kind of synchronization is not applicable in all situatio %ﬁnited in
scope to the transmission range of the beacon.

The Reference-Broadcast Synchronization (RBS) sc m%bpose b on et al. [20]
eliminates the uncertainty of the sender by removing the b%qte the cal path. That is,
the only uncertainty becomes the propagation and r nWe sender-to-receiver
synchronization method where the sender tra the stamp and the receiver

a third party broadcasts a
the dinge.that the packet was received

synchronizes, RBS uses receiver-to-receiver syn?{ronlzation w
according to their local clocks since the bé; oes not n any timing information. The

beacon to all the receivers. The receivers

simplest form of RBS is one broadc con 0 receivers. The timing packet is
broadcasted to the two receivers. Th exc %r timing information and are able to
calculate the offset. This sche% 0 be ext to a multi-hop scenario. Although this
scheme do not consider global™synchronization over the entire network, the concept of
gateway node is used to mnd adjac &es synchronization to the synchronization
between two nodes that ¢ irectly nicate with each other.

The Time-Sync 0% for Sensor Networks (TPSN) [21] is a sender-to-receiver based
synchronization schx at u ﬂ:%e to organize the network topology, where the sensor
nodes are syn to the e of the hierarchy. Since this scheme is designed as a
multi-hop protrans range is not an issue. The concept is divided into two phases.
First, the level discovery creates the hierarchical topology of the network in which each
node is assigned a leYel™ Only one root node resides on level zero. Second, in the
synchronization p I i level nodes synchronize with i-1 level nodes. This makes all
nodes synchroniz ith the root node. Unlike RBS, TPSN has uncertainty in the sender.
They attemp?& uce this non-determinism by time stamping packets in the MAC layer.
However, BS and TPSN protocols still suffer from the uncertainty of MAC layer time-
stampin b@itter in interrupt handling and decoding time.

g Time Synchronization Protocol (FTSP) [26] improves on the disadvantages to
TPSNyAhis scheme effectively reduces all sources of time stamping errors except for the
propagation time. The sender contains its time-stamp of the global time in the message at
transmission, and then the receiver records its local time when the message is received. Thus,
the receiver can estimate the clock offset by using both the sender's transmission time and the
reception time. FTSP uses linear regression in order to keep high precision compensation for
clock drift. The network structure is mesh topology instead of a tree topology as in TPSN,
where the root is elected dynamically and re-elected periodically. FTSP provides multi-hop
synchronization where the receiver nodes synchronize their clocks to the root node. That is,
the nodes form an ad-hoc structure to transfer the global time from the root to all the nodes, as
opposed to a fixed spanning-tree based approach. Thus, FTSP actually saves the initial cost
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for establishing the tree and is also more robust against node or link failures and dynamic
topology changes in WSN.

Su and Akyildiz [28] proposed the time-diffusion synchronization protocol (TDP) for
network-wide time synchronization. It actually achieves global synchronization by multi-hop
flooding or directed diffusion [22]. The scheme is comprises of several algorithms where
there are multiple cycles in the active phase and each cycle has multiple round. Initially, a set
of master nodes is elected. That is, the base station starts sending a special timing message to
the entire network. Some of the nodes on message receiving side become masters by a leader
election procedure. Then, master nodes broadcast a request message containing their current
time, and all receivers send back a reply message. Using these round-trip measwéments, a
master node calculates and broadcasts the average message delay and stand LlSéyigtion.
Receiving nodes record these data for all leaders and then, they turn themsel sai%o—called
diffused leaders and repeat the procedure. Specifically, the master nod@ the time-
diffusion procedure involving elected diffused leaders i-hop flgoglirtg;”and iterative
weighted averaging of timings from different master n ventuall average delays
and standard deviations are summed up along t rom tr&ﬁ ers. The diffusion
procedure stops at a given number of hops from t sters. W vides synchronization
even without external servers. Hence, it handlesywell node nﬁﬁj and failures by using a
peer evaluation procedure, but it leads to hi plexit %d its convergence time is also
very high. ‘

Asynchronous Diffusion (AD) prot 9] diffe(s” from time-diffusion synchronization
[22, 28]. This scheme is optimal an ti I’$$)nization in that it is fully localized
and fault-tolerant. In the asyr%& diffusi ed approach, a node can synchronize
with neighbors at any time in any®ekder. The rithm is very simple: each node periodically
sends a broadcast message @its nei ich reply with a message containing their
current time. The recejv ages t ived time stamps and broadcasts the average to
eir new time. It is assumed that this sequence of

the neighbors, whic is value a
operations is atomie t is@eraging operations of the nodes must be properly
"? :

sequenced. This™algerithm can dapt to limited node failure, adverse communication
channel, and ngde ynobili
in assuming the presence

Recently, pairwis

fault-tolerant diffusion-based protocol goes one step further
icious nodes that exhibit Byzantine faults.

adcast synchronization (PBS) was proposed in [36]. This
scheme allows s to synchronize itself without sending out any packet by
overhearing timi essages from two-way message exchange between the neighbors.
In a one-hop\ireless sensor network where every node becomes an adjacent neighbor
to each ot single PBS message exchange between two nodes would help all nodes
to sync e, thus significantly reducing the communication overhead for clock
sy ation. This scheme is also extended to multi-hop wireless sensor network
scenanos in [39].

3. Diffusion-based Algorithms
3.1. Generalized Diffusion Algorithm

Traditionally, diffusion-based algorithms mainly have been used for dynamic load
balancing in heterogeneous systems [7-8, 12, 14-16]. A dynamic load balancing algorithm
normally uses local communication and can rapidly compute new fair data distribution. This
leads an unbalanced system to a global “equilibrium” state by exchanging
information/workload only between processors owning neighboring subdomains. A
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generalization of the algorithm proposed by Cybenko [7] was investigated and then the
generalized diffusion algorithm was given with direct explicit expression in [15].

In this scheme, it is assumed that the processors may have various relative speeds and
each speed is expressed by a positive real number. A processor’s workload is considered to be
infinitely divisible, and so it can also be represented through a positive real number. Various
communication speeds are considered, and during the computations, the communication
topology may change between successive load redistribution phases. G = (V, E) is a
connected graph whose vertices correspond to the processors and whose edges reflect
dependencies between data residing on different processors. Let V = {1,..., p} and E = {e1,
e2,..., eq}. | is the vector of the processors’ workloads. ¢ is the vector of the processefs’ speeds.
The following generalized diffusion algorithm (GDA) is a generalization ofﬁe sical

diffusion algorithm (Algorithm 1). C/

Algorithm 1 Generalized Diffusion Algori 4é\DA [1 )
k=0;

while not converged do Q
for all node n, do '\
for all neighbors n, of r@
send 1 to n;; \
receive |(k)fr0n$1% \Q)
5"@ :m__|i( _@j ); %
0 = 0 %_ o 5‘%
@ i, j}eE(GN
10: eh& \\9
11: e\ A
AN\

12; (\
N/
In the above Omhm the initial workload vector, 1™ is the workload vector after

the nth iteration, and usion parameter, which represents the fact that only a fraction

of the difference between processor i and its neighbors is sent or received. The
algorithm can pressed in a matrix form as an iterative process of type
1D =M ¢ ere diffusion matrix M is a p x p nonnegative matrix such that m, > 0iff {i,
j}eEOri ,my =1 forall jev, myc, =mc, forall i, jev . The diffusion algorlthm
as ibed in Algorlthm 1, operates on the load itself. At each iteration of the algorithm, the
new 1¢+0 of a vertex i is given by the combination of its original load | and the load

of its neighboring vertices, namely & _ —Z( }SE(G)(W i,jev,k=0,1,2 ...This
i i i

load-balance algorithm fits into the robust interconnection network well. However, further
investigation is needed to understand its application to wireless sensor networks, where the
communication channel is not perfect, nodes are prone to failure, and the system may be
mobile.

The dynamic load balancing algorithms by diffusion [7-8, 12, 14-16] have actually an
influence on the time-diffusion synchronization methods in large-scale distributed WSNs [28-
29, 40, 46]. In more detail, time-diffusion synchronization protocol (TDP) proposed by Su
and Akyildiz [28] is to start from a master node, adjust the clocks of its neighbors, and diffuse
this clock adjustment to other nodes. This scheme assumes no specific master nodes and
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diffusion nodes: Every node is a master node or a diffusion node in a broad sense. This
property enhances the robustness of the algorithm. Afterward, Li and Rus [29] also proposed
a diffusion-based method for global synchronization in WSNs. This method, which is
localized and fully distributed, achieves global synchronization by spreading the local
synchronization information to the entire system. They have defined a rate-based diffusion
protocol where the synchronization is achieved in the nodes by flooding the information
about each node’s local clock value. When each node has learned the clock values of all its
neighbors, the node can use a mutually agreed consensus value to adjust its clock.

When the above generalized diffusion algorithm is deployed for the diffusion-based
synchronization in WSNs, generally, the diffusion synchronization method can be viewed as a
high level framework for global synchronization. The low level implementatio Md on
the way to compute the clock difference among all sensor neighbours. Typic y,%ﬁliﬁusion
algorithm can choose various global values to synchronize the network{acCgrding to the
consensus that each node in the network agrees to c s clo ing. A simple
algorithm for synchronization is to choose the hlghes es rea ipg value over the
network. However, this synchronization is likely to |f there t exist the faulty or
malicious nodes with an abnormally high or low cl admg

3.2. Asynchronous Diffusion Method
Li and Rus actually defined both r@d syn \us diffusion and asynchronous
chr

averaging diffusion protocols for t 0 |n WSNs [29]. The synchronous
method assumes all the nod their %ﬂ perations in a set order, while the
n

es pe
asynchronous method relaxes m&q straint b ing each node to perform its operation at
random. In these methods, synchro |zat|oh ne locally without a global synchronization
initiator, and can also be at arb omts in time as opposed to the strict timing
requirements of the previ ynchronl& methods.

There are two typ sic ope ons in diffusion-based synchronization scheme: 1) the
neighboring node are t 0 k readings at a certain time point and 2) the nodes
change their a cordin ce the clock comparison and clock update may usually
take several s howe y both cannot be done simultaneously. This means that the

clock updates by usmg ck readings at the comparison time will be incorrect. One of the
solutions is to use t é&sed time in the clock update. That is, each node keeps a record of
how much time d& after the clock comparison on each node. The complexity of this
protocol is alsg very high as it requires more synchronization rounds to reach reasonable
convergenc%m compared to the previous methods. The convergence speed of the
diﬁusio@d is slow compared to that of traditional synchronization algorithms, but it is
usef only a coarse synchronization is required. The diffusion method is actually
ind%ent of and thus can be built upon any local synchronization scheme (e.g., averaging
clock readings from neighboring nodes). The error in this diffusion method depends on the
error inherent to the local synchronization scheme [29].

Actually, the rate-based diffusion algorithm by Li and Rus only considers the time
difference between two sensor nodes instead of the absolute clock time value. Hence, it is not
required that all the sensors must do this local synchronization at the same time. That is, the
exchanged value between sensor n and its neighbor n, is proportional to the time difference

between them. In order to remove the constraint that the rate-based synchronous diffusion
algorithm requires a set order for all the node operations, we here introduce the asynchronous
diffusion algorithm in Algorithm 2, which heavily relies on the previous works [15, 29]. In
the asynchronous clock synchronization diffusion algorithm (Algorithm 2), a node can
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synchronize with its neighbors at any time in any order as long as each node always has the
chance to be involved in the execution with nonzero probability. This algorithm gives a very
simple clock update operation for a node and its neighbors. Each node runs the asynchronous
operations on the fly without knowing what other nodes are doing. That is, each node
executes the update operation once for clock diffusion although the order of the operations of
all the nodes is randomized.

Algorithm 2 Rate-based Asynchronous Diffusion Algorithm

: for each sensor n, with uniform probability do x) N

read clock value c, from n,;

1

2

3: while each neighbor n, with uniform probability do C}v
4: read clock value C,— from n;

5: write back the new value C +r;(c — X% nei h&)

6: end Q &)

7 write back C, _Z r; (c, —c; ) to n, ,\V

8

: end

We here need to give basic deflnltw%ﬁl nota \for more formal description on
c

Algorithm 2. We first assume that the onsi sensors and the sensor devices are
connected via wireless communl t| hen t}%M r network is simply represented as a
deduced graph G(V, E) in vert sensor and the edge is the sensor

connectivity. If two sensor neighbors a!‘ h|n transmission range, the corresponding
vertices n; and n; have an e e to conw . That is, the set of vertices, V represents the

sensor nodes (e.g., n, é@n cv) a e edge relationship (n n. ,) € E presents the sensor

connectivity if and it"n; and involved in the same round. Then, the clock readings
of the n sensorg- etwork , can be denoted as C = (c!,c},---,ct)" where ¢! is the

clock reading nsor ®; dPtime t, and T presents vector transposition. For simplicity, we
can use ¢; instead of ¢!. never the Algorithm 2 is then performed, we can know the

following matrix R i ed to the clock reading vector C. More specifically, we can get the
clock value diffusj mula c** =R-C!, where the matrix R applied on the clock reading

vector can bg d;scrl d by:

@O R = Gy T 0 Iy

The elements in the matrix R are the diffusion rates, called diffusion factor, where
normally rj; = rjand r= 0 if n; and n; are not adjacent, and hence | S =1-> -
j,(i,j)eE” b
If n; and n;are within their transmission range, c; and c; need to be adjusted under the
conservation law in order to search for the convergence value for all the sensors in the system.
If ¢; and c; are not equal each other, the diffusion value for convergence is proportional to the
difference between c; and ¢;. Thus, the diffusion rate r;;> 0 can be chosen randomly provided
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> r <1 Hence, the sensor n; loses or gains r-(ci - ¢;) to its adjacent sensor n; and
j=io !
eventually loses or gains a total of > r(c—c;) 10 its all neighbors.

j#i L 1

We assume that the graph G deduced from the WSNs is strongly connected, so the matrix
R is irreducible. Moreover, the matrix R is also symmetric and positive because r;; = rj;> 0.
Thus, the Algorithm 2 has the flavor of convergence of a Markov chain. We can now have
c*=R".c® by applying the above diffusion formula iteratively, where
C° =(c°,c?,---,c)" is the initial clock reading distribution at time 0. We can also expect that

this time reading vector becomes cs =(c°,c°,---,¢°)" after running the algorith;, wk.lere

c® :ZLCE /n. Hence, all the sensors eventually achieve the stable synchroni lock

values c®. We can also know that c®is an eigenvector of matrix R
eigenvalue 1. As a consequence, Algorithm 2 might achievi global synchro

ith/ réspect to
tion in the
clock vector
applied in [29],
clock value.

entire WSN since the time vector c** = R**.C° conver hé syn
c®. By using an approach similar to the theorem th d
therefore, it can be easily proved that Algorithm 2 to the gl
4. Fast-Converged Asynchronous DiffuSion Metgi)?\v
4.1. Asynchronous Averaging Diffusion°Algarithm \

In the asynchronous averaging algofi (by i%i(aus) [29], all the nodes can perform
operations in any order as long.@s node \is"igvolved in the operations with nonzero
probability. The main idea of this algGrithm is to average all the clock time readings and set
each clock to the average time. It gives a‘\‘o imple average operation of a node over its
neighbors. Each node tries@compu cal average value directly by asking all its
neighbors about their valuesyit then seh% t the computed average value to all its neighbors
so they can update theéi es.

In this algorith glob rage value is used as the ultimate synchronization clock
reading in ord ke the alg m more robust and reasonable. That is, a node with high
clock reading diffdses t %;a value to its neighbours and levels down its clock. A node
with low clock readin h%rbs some of the values from its neighbours and increases its
values. After a certai gbdmer of rounds of diffusion, some error threshold can be achieved,
and thus the clock,@th sensor eventually converges to a global average value. Specifically,
a round is defiped to be the time for each node to finish the average operation in the given
algorithm e gx&»'once, so the number of rounds required for the entire network to achieve
some errq shold signifies the convergence speed.

I i@ethod, a node may have several neighbors for average operation since the entire
ne@s assumed to be connected. If a node is involved in two or more average operations,
therefafe, these operations must be sequenced due to the assumption that the average
operation is atomic. This algorithm, which has been mathematically proved by Li and Rus
[29], can typically adapt to the changing network topology, limited node failure, adverse
communication conditions, and node mobility. Fig. 1 shows the example of the randomly
selected sensor nodes exactly once in each operation group and the sensor nodes adjusted
with most recently received value by atomic operation sequence when they belong to several
operation groups.
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'
selected exactlyonce .,
with random b

- adjusted with the most
: % recently received value

e

. : &
Figure 1. Example of Sever ion up

4.2. Fast-Convergence of Diffusion Rounds

In asynchronous averaging diffusion algo 7 each ﬁ |ght have a series of adjusted
clock values sent from several nelghbo gh av eratlons since all sensor nodes
are assumed to be connected. Acco o t |thm of Li and Rus [29] and its
assumptions, therefore, a node n; round ently adjusts its local clock with the
most recently received value am&1 eries of ave ge clock values (see Figure 1). Thus, this
adjusted clock value is eventually diffused the whole network. In equation (1), Ci.agjust

presents an average clock e sent the n;’s neighbors for adjusting clock in the
Algorithm of Li and Ru re Nist ber of the neighbors of n; and C; is a clock value

among neighbor sens 4%
Q 6@ Cl_adjust:;(ci +§¢j) (1)
j=1

We now propose q‘b@—converged asynchronous diffusion (FAD) scheme (Algorithm 3)
for improving t@nvergence speed of asynchronous averaging diffusion method

(Algorithm of Rus) [29]. In Algorithm 3, each node takes the mean of a series of
average cloc%nes. More specifically, a node n; adjusts its clock value at the end of each
round with mean of average clock values sent back from all the neighbors. Since the
aver @ration in this algorithm is not atomic, moreover, the average operations do not
ha\%e sequenced even though a node is involved in two or more operation groups. Hence,
the evéntual adjusted clock value in a round can be expressed with equation (2), where M is
the number of the nodes for average operation within each neighbor group including n;.

ciad,-ust:(;(c '\;Z(c Se, m )

In this algorithm, each node has to keep in the buffer the average clock values sent back
from all the neighbors in a round. Then, at the end of a round, every node locally computes
the mean with the accumulated average clock values which are already compensated with the
offsets according to the time elapsed in the buffer. Algorithm 3 rather seems to increase space
complexity and time complexity since it may require more operations and storages than the
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Algorithm of Li and Rus in getting average value in each round. However, the number of
rounds required for convergence achievement in this scheme is less than that in the
asynchronous diffusion method. That is, the overall time for synchronizing all the nodes with
this scheme becomes a little shorter since this scheme converges faster than the asynchronous
diffusion method. When each sensor node executes the diffusion operation exactly once in
each round, it takes O(n) rounds for any clock reading value to propagate to the whole
network. Thus, the convergence time is O(n), where n is the number of nodes. In the
following sections, the evaluation results of the proposed scheme are presented with NS-2
simulation analysis.

Algorithm 3 Fast-Converged Asynchronous Diffusion Algorithm /\ W

1: for each node n, with uniform probability do

2:  read clock values from n, and its neighbors 6 @

3: average the clock readings \)

4: send back to the neighbors the new the te buffered into
n, and its neighbors, and accumulated tead g over)

end ?

each node n, locally perfornts @ e opera@ again with all adjusted

buffered values (write the V}l@c:k to&s

N Z
Theorem 1. The fast-convejquﬁchrorzgu%usmn algorithm converges to the stable

time clock value (T).

AL

Proof. We prove this using a mach similar to the theorem proof mechanism of
Li and Rus [29]. Let . be %Iongest value and the shortest value in actually elapsed
of aII

time clock, respe in a WSN at time t. That is, L, is non-increasing over
time t since ths no clockwvalue longer than L, at time t. Similarly, S, is non-decreasing
over time t since L, cann@rease from that time by symmetry. From the assumption that
L, is non-increasing ow L, is greater than or equal to T. Hence, let | be the infimum of

the series L, and e have lim,_, L, =1>T . Now, we suppose | =T in order to derive
a contradlctl%y
We con 7 such that . _, _ n::—llr: | _ r(my+ Where the function z(k)=>" n'z

number of sensors in a WSN (e.g., z(k) is the sum of the first k terms of a
qe%c series with the common ratio n > 1). For any k (k = n, n-1, ...,1), let A_Dbe the set
of sensors whose clock values are greater than | —z(k) and let B, be the set of the rest of the
sensor nodes in a WSN. We know that there must exist a time t such that |, <1 +¢ for some
7 and some sensor nodes whose clock values are less than T =1 —z(n) in a WSN at that time

t.
We now consider the inductive proof for kth step (k = n, n-1, ...,1) for deriving the
contradiction. If the only nodes from A _(or B, ) are involved in an operation of the proposed

algorithm, those nodes must be still in A, (or B, ) after the operation is completed. However,
there must exist an operation that involves the nodes from both sets since WSN is a connected
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network. Even if at least one node is from A_and all other nodes have the possible longest

elapsed time clock wvalue 1+7z , the operation vresult wvalue is at most

(A +z2)(m-+1 —7z(k) where m is the number of nodes related in this
m

operation. Then, at least |B, |+1 nodes will be in B, , after that operation is completed. If the
nodes from both A and B, are involved in an operation, therefore, these nodes have clock
values less than | —z(k —1) after the operation is performed.

We know |B_|>1 in operation on the nodes from the sets A and B, at time t since there
must be some node whose clock value is less than T =1 —z(n). After the first opegatiorf on
the nodes in A and B, is completed, we similarly know |B, ,|>2. After the f

<1l —z(k—-1) "

onnodesin A , and B_,,
B, is the set of nodes whose clock values are less than | t%.l -n is fact contradicts
the initial assumption that the infimum of L, is I.

e L =T
the similar approach, lim,_ S, =T can also be easi@ved @Me know that all the

we also know |B, _,|> 3. Hence, we eventually

clock values on the sensor nodes converge to thesstable value T

5. Evaluation Results and DISCUS

We implemented the fast- c ous diffusion (FAD) scheme
(Algorithm 3) and asynchronoﬁ glng d% scheme (Algorithm of Li and Rus)

in simulation with NS-2 si r (versio based on IEEE 802.15.4 module. We
ran a series of scenarios with different ne parameters In this simulation, the round
is defined to be the t| each fInISh the operation in the given algorithm
exactly once, so t rou for the entire network to achieve some error
threshold signifies nvergens%peed For each experimental set of parameters, the
simulation wa d sev s using a randomly generated network topology. In
each experim stimulysywas generated at a randomly chosen node and propagated
to the whole ne ork relative error (0.01) was achieved. The detail simulation
parameters are summ in Table 1.

Table 1. Simulation Parameters

%, Parameter Values
Q 75, 90, 100, 125, 150, 200,

Number of Nodes 300, 400, 500

O Sensor Field 100m x 100m
Transmission Range 15m

Physical Layer & MAC Layer 802.15.4

Routing Protocol AODV

Relative Error 0.01

Uniform Probability (Mean) 0.5

Threshold (Percentage of Drift) 100%, 80%, 60%, 40%

The number of operation is the number of average operation performed from all nodes in a
round. The threshold is the drift rate between the received clock value and local clock value
in a tick. In Figure 2 and Figure 3, each data point (*) represents a running on a randomly
generated network. That is, the markers are the number of rounds and the number of total
operations when relative error becomes 0.01 which is a convergence condition in each
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experiment. The error rate for convergence decreases exponentially with the increase of the
number of rounds [4]. The plotted curve is the average number of rounds and the average
number of total operations for one suite of network parameters. A sparse network with fewer
nodes undergoes large variation in terms of convergence speed. The simulation results are
presented as follows:

Figure 2 evaluates the convergence speed with the number of nodes. The two figures
represent the comparison between asynchronous diffusion method (left) and FAD scheme
(right) in the number of rounds with threshold value 40%. In this figure, the number of rounds
decreases with the increase of the number of nodes. The reason is that the increase of the
number of neighbors in each node makes the network more connected and eventually makes
the diffusion better expedited. Figure 2 shows that the number of rounds ha L('e%vrgntial
shape as the number of sensor nodes increases. It means that, when the nu ?ﬁodes is
lobal time
ion, when the
FAD scheme is
en the number of

S req w achieving global time
to 31.y\p e asynchronous diffusion

synchronization are not related with the number of n
number of sensor nodes is over 150, we can see that the
faster than that of asynchronous diffusion metho
nodes increases from 150 to 500, the number of

synchronization in the FAD scheme decreases I@

method achieves it in about 38 rounds.
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Figure 2. G&E&a ison between asynchronous diffusion (left) and FAD (right) in

r r
100 150

the number of rounds with threshold value 40%

shows the total number of average operations conducted by all the nodes in each
net The two figures show the comparison between asynchronous diffusion method (left)
and FAD scheme (right) in the number of operations with threshold value 40%. These figures
represent that the number of total operations increases when the number of nodes increases
under the fixed sensor field. The reason is because the number of neighbors increase linearly
with the number of nodes with other network parameters fixed. In this simulation, when the
number of sensor nodes is 500, we can see that the number of total operations required for
achieving global time synchronization in the FAD scheme less than that of the asynchronous
diffusion method.
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Figure 3. Comparison between Asynchronous jon (Ie@i FAD (right)
with Threshold Value 40% in the N fO@ ns
Figure 4 represents the comparison between Qchron%y?usion and FAD in the
number of operations and the number of rou ith thresholdyvalue (log scale). Figure 4
(left) depicts the number of average operati d F| (right) shows the number of

f nod is er 175, we can see that FAD
ous diffusion. When the number of
nodes is under 175, it might no re FAD with asynchronous diffusion
from this simulation. When t over 175, however, we can also see that
FAD has better performance than asynchro %lffusion.
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Figure 4. Comparison between Asynchronous Diffusion and FAD in the
Number of Operations (left) and the Number of Rounds (right) with
Threshold Value (log scale)

6. Conclusion

We consider the diffusion-based algorithms for global clock synchronization in
large-scale distributed sensor network. We introduce the rate-based asynchronous
diffusion method in which each node can perform its operation at randomly, but still
achieve the global clock value over the whole network. We propose a fast-converged
asynchronous diffusion synchronization scheme in order to improve the performance of
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the asynchronous averaging diffusion method, and then prove its convergence
mathematically. The evaluation results and discussions for the proposed scheme are
also presented with simulation study. We eventually show that the proposed scheme
converges a little faster than the asynchronous diffusion method, although it rather
seems to require more operations and storages in getting average value in each round.
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