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Abstract

Current English-Chinese translation machine can’t understand the so @E; hce fully.
m through

The theory of hierarchical network of concepts is proposed fo re§oIV| E

methods including function, translator, effect, relation te E emantic feature
plays an important role in analysis of sentence compre , we discuss the
core structure of English semantic respectively an‘ war spondmg of source
sentence compared with online machine translatiofmachine perimental results can
provide technical support for English -Chinese hine translat Effect chain and judge is
called generalized function effect chaln, not m@e basis of element concept

ssification.

classification, but also the foundation of sceo e sema
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1. Introduction

Hierarchical Network @{ cepts \@r\/\/ard an effect chain thought which can reflect
commons among th cript t istence and development of things based on basic
discipline [1]. HNC rt for rchical Network of Concepts. It is a theory about the
natural language standm rocessing. HNC is called the theory of hierarchical
network of cts whick?is based on basic conceptualize, hierarchical and network
semantic expression. HN ory divided human cognitive structure into local and global
associative network. heory considered the express of associative network is a
fundamental proble Xpression language.

HNC theory is entence semantic types, including 57 basics sentence categories, 3192
groups of ntences and over 10 million groups of compound sentence category [2].

Ba5|c sent a sentence category used for describing generalized function effect chain.
he s n may have one Eigen Chunk (EK) or even no EK , Mixed sentence category
even %

asic sentence blend , is described generalized functlon effect chain with two or

s in the sentence and mlxed sentence, the sentence in the presence of two or more

EK, which contains different generalized function effect chain information.57 basic sentences

can be divided into action sentence, effect sentence ,process sentence, relationship sentence,
status sentence, judgment sentence and status sentence.

English is a structured, logical language and the predicate center for subject-verb
mechanism is very prominent [3]. Complex English sentence contains more than one subject
predicate structure. The main elements of complex sentence are formed of prepositional
phrase and participle phrases attribute, adverbial, independent component, and a fixed
expression. The elements introduced by insertion of constituents and conjunction compound
sentence and relative pronouns, adverbs cited. The analysis of complex sentence structure is
an important factor for the quality of translation [4].Machine translation research is aim at
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study language understanding and generation, while premise fundamental of generate is
understand [5-6].The current machine translation software usually analysis sources statement
and no depth to the semantic level, which resulting in the accuracy of current machine
translation. The understanding of language thought based on HNC theory combines syntactic
with semantic layer face for language comprehension. In our study , analysis of English
semantic feature block structure based on the HNC theory was carried out , we proposed an
English semantic feature block computer processing algorithm provides deeply understand of
sentences and better translation of the meanings.

2. Related theory of Hierarchical Network of Concepts »\)°

Slewed as a

2.1. Translation Principle of HNC Machine

complex mapping. HNC can be divided into the follo hree - G1: Sentence
Group of Source Language >Sentence Group of Sou roup of Source

ten
Sentence Group of Target; G3: Sentence Group@ get>x8?)%p§e Group of Target

HNC theory puts forward a new thought for machme ﬂzslatlon w |

Language.

G1 is mapping derived from the source lan e concept s it corresponds over the
understanding process translation system. T %nce groﬁ?of source language (SGSL) is
mapped into sentence group of source (SC?@Z is a ma@m g from the source language to
target language based on concept spac gua @grresponds to the translation process
of translation system. The sentence of so S) is mapped into sentence group of
target (SGT). G3 is a mapping f e conce ace to target language space. It is the
process of language. Sentence grotip of taltge GT) is mapped into sentence group of target
language (SGTL). The ;@nappm on a form of language concept space. The

computer can processsn angua pletely through several primitives of language
concept space such t sente: ec tegory and context unit.

2.2. Expressi ns of H
In HNC theory; conce gﬂ infinite while concept elements are finite, finite concept can

be expressed by flnlte t elements. Basic unit concept, basic concept and logic concept
are three basic conc HNC design abstraction. They post the primitive and system of
abstract concept. semantic web is treelike hierarchical structure, each layer of the
plurality of modes are expressed numerically. Every node of the network can start from the
tops and d(&%ed by unique number, the digit string is called the concept of the HNC
symbol. asic concepts, basic unit concept and logic concept are the three conceptual
categOyigs~of HNC theory. The infinite concept natural language is described through these
thre ds of concept. The logic of the concept usually relate to corresponding language
words such as prepositions and conjunctions. Design concept of logic is aimed to establish
variety marks of semantic chunk. They served the sentence category analysis of the semantic
chunk perception. The concept of diversity in natural language expressed as speech
phenomena. The HNC theory describes the abstract concept from dynamic (v), static (g),
property (u), values (z) and effects (r). If a word is from one side to express a concept, it will
be known as one of the five concepts. Concepts are related, such as “student” and “school”,
“car” and “road” HNC calculate the association between concepts through the concept of
correlation function [7-11]. Sentence semantic chunk is represented as the formula (1).

FI=3" (9K, J+E+ ™, (9K, ) (D
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FJ represent the while sentence, JK represent a generalized object semantic chunk. The
sentence is the sentence semantic type. In HNC theory, sentence is infinite while sentence
elements are finite, infinite sentence can be expressed by finite sentence elements. The
standard of sentence category dividing is called effect chain + judgment. Different sentence
type has its own characteristics, such as semantic block number and type, the semantic block
combination modes, which are called the sentence category knowledge.

HNC theoretical study of these basic sentence type of sentence category knowledge,
establish the sentence category knowledge base, in order to understand sentences. Semantic
chunk is the component sentence semantic and the lower level unit of sentence. Semantic
blocks have main and auxiliary branch. Subject sense block is the sententl antlc
necessary trunk, equivalent to a grammar of subject-verb-object sentence sema Ilary
semantic chunk is optional object chunk (GBK) and the Eigen chunk (EK). status is
very special, it contains the statement of semantic information, det@ sentence,
equivalent to the grammatical predicate, mostly is the méglént oft Therefore,
accurately judgment of the semantic feature block a ntlal for correct
understanding of statement.

2.3. Sentences Understanding Technology of§ )\x)
is als

HNC language understanding technolag (\r ed sentence category analysis
d

can be divided into three parts: semantlc percep sentence hypotheses, sentence
test, semantic block analysis. Semantl K us |sts of core part and part, and EK is
iﬂ te verb, but a structural body, with

no exception [8].that is to say, not a
composite structure. The EK b@ér ion of the t and rear can have that part. That part is
called tops, after that part is called botfo&Engllsh EK constitution aims to facilitate
computer perception to c EK se ypothesis, on the basis of translation selection
strategy. Semantic ¢ e eption is d on the concept of dynamic (v) concept, known
as the v criterion. y\g on use gwdellnes for EK perception. Because the v concept
will form EK, itp mfor n or EK .The main verb of English is v concept, the verb
processing be perc key. English description of EK part is located before the
verb, namely to is % ead and the bottoms are rare in English. Reliability is one of
the most important ch stics of test. Test retest reliability can be used two times of test
scores of product r'r& orrelation coefficient formula (2) to express.

> (X=X -Y")
ng XX Y

X'=—; "X, Y
n 1

expressed as formula (3).

(2)

1
= —zinYi are average number of the variable. The formula also can be

ZXY—i(ZX)(ZY)
R =
T xEonx2 3Y? —ny?

The range of correlation coefficient is shown in Figure 1. Word class conversion is the core
part of bilingual machine translation engine based on the HNC theory. Word class conversion

(3
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is divided into three type including points to zero conversion, mandatory conversion and
selective conversion. Zero transformation refers to the source language sentence to the target
language sentence mapping, the sentence category is unchanged, such as the basic role of
sentence; mandatory conversion refers to the sentence must be converted, it can’t be
transferred, such as the basic judgment sentences. The two types including mandatory
conversion and selective conversion, there are deterministic and non-deterministic conversion.
The former reflect the source and target sentence statement between one-to-one relationship,
while the other reflect the source and target sentence statement between one-to-many
relationship.

[ ]
Completely Negative Non linear correlation Completely  Positi y
correlation cor‘relatipﬁ\ £

A
q

(!

Negative correlation 4%\ sitive correlation
degree 'mcreaﬁe lo.d\ 4 Q\\degree increase
A4

Y

*igure}.\%\e\rlange

For deterministic sent tegory& ormation, source language sentence correspond
to a plurality of target ge sentences’sentence category. How to select a sentence during
this limited sentence; ake th t language sentence can accurately express the source
language sent ture an artic and conform to the habitual use of target language.

The first stand based of’the corresponding to the source sentence category of the target
sentence using a class degreg.” The use of the highest degree is preferred objects. While the
using of sentence ty only rely on a high level of bilingual worker knowledge and
experience, but als on large scale corpus and statistical techniques. Second criteria are
based on the translation of target different translation objectives require different translation

strategies a ods, corresponding will choose different word classes to implement the
translation
3. nce Structure Analysis and English Semantic Feature Processing

3.1. Sentence Structure Analysis

The main thought of syntactic analysis is a kind of error driven method. The correction
rules of error analysis are obtained through the automatic extraction and artificial
participation method. After the syntactic and error analysis, correction rules are used for
further processing of analysis results. English sentences have complex sentence structure, in
order to analysis and conversion, structure analysis based on Extended Information-based
Case Grammar is used for transformation sentence transformation. The interrogative sentence
structure is the unity of the corresponding structure, and the structure transformation and the
target generation when reduced to interrogative sentences. Sentence structure analysis of the
complex sentence is decomposed into complex sentence structure consisted of a simple
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sentence. Then the various simple sentences were processed. The analysis of simple sentence
structure with the predicate verb as the centre, according to the constraints and shallow
syntactic parsing results filled lattice frame, so as to get the whole sentence syntax and
semantic structure. Conversion of sentences in accordance with the sentence analysis results
and conversion rules to produce target language syntax and semantic structure. The logical
structure of sentence structure analysis and transformation is shown in Figure2 (a) and the
analysis flow chart is shown in Figure2 (b).

Language statement
[ ]
sequence x)
Shallow syntactic parsing
v

¢ Statementblock péiception |~

A

Sentence pattern transformation )

AN
¢ QQ 5{\? /)

Complex sentence structure analysis
\ h}:po e
! A >
Simple sentence structure analysis %
A

v xS
Sentence structure tran@mation \

- ’\y
\K\ A
) 4 Statement block
:Ta nguag } analvsis
fSerleration I
n .
<J ‘ Sentence representation }

Figure 2. (a %ogical Structure of Sentence Structure Analysis and
Transfzr on, (b) The Analysis Flow Chart of Sentence Structure

A

Testing

The stra@/ f complex sentence processing is to break up the whole into parts. First,
comp. x@ nce are divided into a group composed of phrases and simple sentence complex
ser@ ructure according to the sentence features, function words, punctuation tree was
built. ®ae to the shallow parsing phase has been recognition of variety of phases, and get the
syntactic structure and the translation models. Only the compound sentence, complex
sentence and inserting components processing should be considered.

Simple sentence only contains a predicate or the equivalent of a verb in the verb phrase
as the predicate of the sentence. Simple sentence can be described as follow:

Simple=Subject+ Predicate follow components.
Subject=Part Subject+ Subject composition+ Adverbial

Predicate=Modal words+ Auxiliary + predicate verb
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Predicate follow components= Object  component+  predicative  constituents+
Adverbial

Subject composition = Noun phrase + Participial phase + Infinitive phrase

Adverbial= Adverb phrase + Prepositional phrases + Word Segmentation + Phrase +
Infinitive phrase.

The simple sentence structure analysis use similar top-down analysis method. Firstly, find
the predicate verb in a sentence, than set the predicate, and then choose the predicate as a
dividing line. At last, forming the simple sentence, syntax semantic structure ba d on,the
subject and predicate of the language verb case frame analysis. English sente e 0

one predicate. The predicate choose predicate verb as the center, and moda Iaries and

some predicate is closely linked with the modality adverbs. They use ense, voice

and other types of syntactic features, and a sentence subj m%erson er to maintain
ent merly backward |,

consistency, predicate analysis process is scanning
re may be more than
eal

identified the predicate center of be verbs or true mor
icate” boundaries forward and

one verb or true verb used for connection. Then.s of pre
backward, in order to match predicate str&pattex identifying predicate types.

Finally, according to the center predlcate d structu type construction of predicate

lattice framework and other computers encif r |nt are carried out.
3.2. Description of EK (Eige Algoréaa
Semantic chunks segmen on is based on concept of verb criterion and

ion and

language logic (LV criterigiy? Each S}%*position belongs to a semantic block position
information is obtairled \Verb conc elong to semantic blocks stored in the EK1 array
using verb criterioW sent eared in the EK semantic blocks stored in EK2 array.
Because Engl mar r emevery sentence must have a verb, so elements in EK2
array will appear-in EKl& To semantic chunks appear in both the EK1 array and EK2
array, priority hypothesi EK core type for judgment. Algorithm flow diagram was shown
in Figure3. It shoul ointed out that, the above algorithm is put forward from the EK. In
the setting of E ess also should combine the exclusion rules and queue rule. English
core part of Qémposite is the most complex part. The analysis of English EK composite is
as follow;

b@d form: the EK consists of two or more juxtaposed with as EK status of verbs. E
cons K are located in the same layer concept node table. Words consist EK use a comma
or “and” for separation. For combined EK form, computer can analysis sentence based on any
type of E. For example: We sang and talked all night.

Combination type: constitute the EK words HNC symbol is not located at the same layer of
concept node table. The verb will have a comma or the “and” separated marks, some explicit
independent dynamic concept, each having its commonly used sentence category and paired
with their respective semantic chunk. For example: | went to a supermarket, bought some
drinks and then left.

Dynamic collocation refers to E is a verb (dynamic). EH is a non verb (static), or
combination of the two EK. In this configuration, the sentence type is determined by the EH.
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Because exists in Chinese and English source word corresponding to the dynamic and static
concept ,a correlation between them and the English source sentence in static and dynamic
relations among concepts of equivalent. English is paired with dynamic and static concept,
while the concept in Chinese corresponding dynamic concept and static conceptual relevance.
For example: America pay great attention to China-Japan relationship. The software interface
of the algorithm is shown in Figure 4.

Semantic chunks: ssgmentation and ;
Combinstion basad on LV criterion
' AN @
[ Conozpt of semantic blocks = i \ 7 S )
. 4

Tranzlation for combinad typs
strachure

=T .

Figure 3. English Semantic Feature Processing Algorithm Flow Diagram
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Source language Translate Result

Translate I

Figure 4. The Translat % ace of the Algorithm

3.3. Testing of EK (Eigen ChdhAAlgonth

The algorithm is tested grtificially I&‘Qof the limited of concept knowledge and
sentence database. Sent amples se are form the relevant foreign website and
newspaper translatl translation 1S fully reflects the characteristics of the source
language authorlta e c%%e online machine translation and our algorithm for
experiment. The alge thm was tested and the main observation is the machine processing
result is | agret plan draw from the travel. The plan as a verb in this translation,
while the algorithm can j@ ut the plan here is the noun. When statistical the accuracy, the
online machine transl s not accurate, while our algorithm is accuracy .The results of

comparison betwee Igorithm and online machine translation are shown in table 1.
The common w ess of this algorithm and online translation machine is the English be
verb proce55| expected this knowledge can be used and the accuracy is low. For this

algorlth machlne translation taste is a desired outcome. Because the machine is
eqm a variety of translation knowledge and skills, they can only on based on the
ence syntactic and semantic information for analysis, but this translation is
accep
As one of the most important aspect of HNC theory application, translation machine need
to use the source language sentence category knowledge. While EK is required in order to
make the correct decision of the sentence category knowledge activation. In our study,
through the algorithm, and with actual comparison show that, the algorithm of the source
statement were more in-depth analysis and understanding, to further improve the
English-Chinese machine translation accuracy, provide technical support for machine
translation.
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Table 1. The Results of Comparison Between our Algorithm and Online Machine
Translation

Our algorithm Online machine translation

Identify the static and dynamic Translate verb phrase
concept at low level and sentence; | commonly; Consist of sentence
Advantages understand semantics accurately; process | structure; Conform to Chinese

more accurately for polysemous verb by | language habit.
\)

using the concept of the association.
ya Z

Sentence structures do not conform
Disadvantages to the Chinese usage. \4

Common Progessing of “be’
disadvantages \
Characteristic Further isof E \ Using statistical methods or literal
translation
° %
Accuracy rate 84% 58%
S TTAN) i

. S N
4. Conclusions \\Q N

In the study |scuss @ structure of English semantic respectively and put
forward the condi mputer algorithm. In view of the current HNC theories on
English EK research, a d analysis of the English constitution of EK was carried out,
based on the structura cteristics of the computer processing strategy. Effect chain and
judge is called generalized function of sentence semantic classification. The results show this
algorithm is moreNin¥depth analysis and understanding of source sentence compared with
online machﬁ%trgnslation machines. The experimental results can provide technical support
for English ese machine translation. The current machine translation software usually
analysis m s statement and no depth to the semantic level, which resulting in the accuracy
of achine translation. The understanding of language thought based on HNC theory
combiges syntactic with semantic layer face for language comprehension. Analysis of English
semantic feature block structure based on the HNC theory was carried out, we proposed an
English semantic feature block computer processing algorithm, the algorithm provides deeply
understanding of sentence and better translation of the meaning.
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