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Abstract 

Clustering is the process of grouping a series of data objects into multiple groups or 

clusters so that intra-cluster data are similar and inter-cluster data are dissimilar. It is 

widely used in many fields, such as machine learning, image pattern recognition, and so 

on. K-means clustering is one of the most widely-used clustering methods. But its random 

choice of initial cluster centers may lead to trapping into the local optimum and attaining 

unstable clustering results. For this problem, P systems is introduced into a modified 

evolutionary algorithm which combines particle swarm optimization with an improved 

genetics algorithm (PGHAPS) in this paper. On account of the maximal parallelism 

feature and the communication rules of P systems, the PGHAPS algorithm owns better 

global search power and convergence capacity. This algorithm is then applied to improve 

K-means algorithm by optimizing the initial cluster centers (PGHAPS-K-means). Finally, 

experiment is tested on two artificial data sets and three true life data sets. By comparing 

with the results of K-means and PSO-K-means, it is proved that the proposed algorithm is 

efficient in improving the quality of clustering results. 
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1. Introduction 

Cluster analysis in general is an unsupervised process of partitioning a set of data 

objects into subsets. Each subset called a cluster. Therefore, objects in a cluster are similar 

to each other, yet dissimilar to objects in other clusters [1]. Clustering analysis has been 

widely used in various fields, such as image processing, data analysis, etc. K-means is a 

commonly used partitioning clustering method. Its final clustering results may depend 

heavily on the initial random selection .As a result, the K-means method couldn’t be 

guaranteed to converge to the global optimum and often traps into the local optimum [2-

3]. 

Particle Swarm Optimization (PSO) was first proposed by Kennedy and Eberhart in 

1995 [4], as one of the best-known bio-inspired algorithms widely used in optimization 

problems [5]. Genetics Algorithm (GA) was first developed by Holland in 1975, 

simulated by genetics selection and natural selection of Darwin’s biological evolution 

process [6]. Like PSO, GA is an optimizer based on population so the hybrid algorithm of 

these two will improve the global optimization capacity and efficiently prevent the 

situation from falling into the local optimum. 

Membrane computing is a domain of natural computing started by Gh. Păun in 1998, 

known as P systems or membrane systems [7]. It is a parallel distributed computing 

model inspired from the functionality and structure of living cells and the intersection of 
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them in the tissue, organ and neural network. The components of a membrane systems are 

a cell-like membrane structure. Its regions contain multisets of objects that evolve in a 

synchronous maximally parallel manner, according to evolution rules associated with the 

membranes. There are three main classes of P systems investigated: cell-like P systems, 

tissue-like P systems and neural-like P systems. These computing systems are proved to 

be so powerful that they are in some ways equivalent with Turing machines. Meanwhile, 

the powerful global search capacity of membrane computing is also proved [8]. 

K-means algorithm is widely used in many fields due to its simple operations and well-

understood concept. However, its drawbacks like easily trapping into the local optimum 

may curb its usage. Many clustering methods which combined the K-means clustering 

with evolutionary algorithm were raised in order to improve the K-means clustering [9, 

10, 11]. Shelokar et al. introduced an evolutionary technique based on ACO for clustering 

analysis [12]. Jing Xiao et al. proposed a quantum-inspired genetic algorithm for K-means 

clustering (KMQGA) [13].  P systems now is a hot cross-discipline topic which involves 

computer science, mathematics, biology and artificial intelligence, etc. A. Pavel et al. 

designed a simulator for numerical P systems (SNUPS) which was applied from ordinary 

differential equations to autonomous mobile robot [14]. S. Yang et al. introduced PSO 

into membrane computing (MCBPSO), and then applied it into soft sensor modelling of 

the components of Texaco gasifier syngas [15]. In order to overcome the premature 

convergence feature of the GA, H. Peng et al. proposed a novel multi-level threshold 

method for image segmentation based on tissue P systems to search the optimal 

thresholds for multi-level threshold based on fuzzy entropy [16]. 

In this paper, a novel evolutionary algorithm, PSO-GA hybrid algorithm (PGHA) 

based on P systems (PGHAPS) was proposed. Then the hybrid algorithm is used to 

optimize the initial cluster centers of the K-means so as to improve the clustering quality. 

PGHAPS algorithm forms a membrane community solution space and improves the 

global search capacity. In contrast with the particle swarm optimization and the genetics 

algorithm, the evolutionary algorithm proposed owns better convergence and global 

optimization capacity. The rest of this paper is organized as follows. Section 2 introduces 

K-means clustering, PSO, and Variable Population-size Genetic Algorithm. Section 3 

describes briefly P systems. Section 4 presents the hybrid evolutionary algorithm for K-

means clustering algorithm. Section 5 illustrates experimental results. Finally, Section 6 

makes conclusions.  

 

2. Preliminaries 
 

2.1. K-means Algorithm 

The K-means clustering algorithm was developed by Hartigan in 1975. As a simply 

operation clustering approach, it has been widely used in many fields such as image 

recognition, Web search, and so on [17]. In this method, k initial cluster centers are 

chosen randomly, and then data points are classified into clusters based on the Euclidean 

distance calculation [18]. The procedure of the K-means algorithm is described as 

follows: 

(1) Randomly generate k cluster centroids vectors. 

(2) For each data vector, assign the vector to the cluster with the closest centroid 

vector. The distance of a vector to the centroid is determined as follows: 

2
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Where xp denotes the p-th dada vector, zj is the centroid vector of cluster j, and d presents 

the number of features of each centroid vector. 

(3)  Calculate the cluster center, using 
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Where nj is the number of data vectors in cluster j and Cj is the subset of data vectors 

that form cluster j,  

(4) Repeated the above steps until met stopping criterion.  

 K-means algorithm is easy to operate and efficient in dealing with large data sets. 

However, it is liable to fall into the local optimum owing to its initial randomly choice of 

cluster centers. In this paper, a modified evolutionary algorithm is applied to optimal the 

cluster center to improve the K-means algorithm.   

 

2.2. Particle Swarm Optimization 

Particle Swarm Optimization (PSO) was first proposed by Kennedy and Eberhart as a 

stochastic optimal algorithm based on population intelligence in 1995 [4]. It is a powerful 

globally accepted evolutionary swarm intelligence method for solving both linear and 

non-linear problems [19, 20]. Particle swarm optimization simulates the social behavior 

of birds flocking or fish schooling in order to achieve a self-evolving system, in PSO, 

each particle was considered as an individual, these individuals flied at a specific speed in 

the search space, every particle knows its velocity, its position, the optimal position found 

so far, the optimal position of the whole particle swarm, they dynamically adjusted their 

flying velocity according to their own flying experience and their companions’[21, 22, 

23]. 

Suppose that N particles exist in D-dimensional searching space, the particle of the 

swarm is:  

……, i 1,2,iX N
                                             (3)  

The position of the i-th particle is:     

1 2( , , i 1,2,i i i iDX X X X N ……， ）， ……，
                            (4)  

The velocity of the i-th particle is:  

1 2( , , i 1,2,i i i iDV V V V N ……， ）， ……，
                           (5)  

The individual extreme value is:  

1 2( , , i 1,2,i i i iDP P P P N ……， ）， ……，
                                       (6) 

The optimal position of the whole particle swarm founded is:  

1 2( , , i 1,2,g g g gDP P P P N ……， ）， ……，
                             (7) 

The particles update their speed and position according to the following formula are as 

follows: 

1 1 2 2( 1) ( )+c ( ) c ( )i i i i g iV t V t P X P X   r + r
                       (8) 

( 1) ( )+V ( 1)i i iX t X t t                                          (9)  

In the above formula, Vi is the speed of the i-th particle, the range is [-Vmax, Vmax], such 

perset setting avoids the particle flied out of the search space. Xi is the position of it, t 

stands for the number of iterations, ω is inertia weight, c1 and c2 are learning factors, r1 

and r2 are random numbers in the range [0, 1]. Generally speaking, the particle’s new 

velocity is calculated used equation (3) and its new position is counted in equation (4). 

The performance of each particle is measured according to a predefined fitness function, 

which is usually proportional to the cost function associated with the problem, when 

satisfied the stopping criteria, the searching process halted.  
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2.3. Variable Population-size Genetic Algorithm  

Genetics Algorithm (GA) is an intelligence optimization computational mode which 

was developed by Holland in 1975 [9]. It is a kind of self-organizing, adaptive artificial 

intelligence technology, simulated by genetics selection and natural selection of Darwin’s 

biological evolution process [24].  

The question to be optimized is usually convert into the form that could be handled by 

GA. In the ordinary course of events, the GA executes binary code form and described the 

optimized problem according to genetic code (for example, DNA chromosomes). A 

population is initialed as the problem is coded as chromosome, each chromosome 

corresponding to unique individual, the population evolves through biological operations. 

The population size is determined optionally, in most cases, the size is 100-200. After the 

population initialization step, the chromosome is evaluated by a given fitness function, the 

individual with high fitness value will have more chances to reproduce its offspring. It is 

worth noting that at each generation of the GA, the genetic search operators such as 

selection, mutation and crossover are applied to make sure their quality are better than 

their ancestor. It is that, GA operates on a population of potential solutions by applying 

the principle of the survival of the fittest to produce successively superior approximations 

to a solution. The process halted until met the termination criterion, and the best entity of 

the last generation is the optimal solution [25].   

Variable population-size according to the natural features of the population-size-

changing rule on human beings was introduced into the GA in order to maintain the 

variety and continuity of the population. The operation is that, after the traditional genetic 

operation, every generation confronts the certain rate (death or ill rate) which was used to 

control the number of the generation. If the population number reaches a certain scale, the 

disease or the war will occur to reduce the scale to the initial size. Obviously, in these 

processes, the survival is the individual that has higher fitness value [26]. 

 

3. P Systems 

Membrane computing is also known as P systems or membrane systems; it was first 

proposed by Păun after his years of research about DNA in 1998. Membrane computing 

aims at abstracting a computational model from the hierarchical structure and the methods 

of dealing with the compound of the living cell. P systems is a distributed, maximal 

parallelism and non-determinism computational model, it mainly has three parts: 

membrane structure, multisets of objects and evolution rules [27, 28, 29]. A P systems of 

n dimensional can be formalized as follows [7]: 

Ⅱ= (O，T, H，μ，w1,……,wm, R1,……，Rm,i0 )  

Where 

(1) O is an alphabet of objects. 

(2) T ⊆ O (the output alphabet). 

(3) H is the alphabet of membrane labels; 

(4) μ is a membrane structure with degree m  

(5) w1,……,wm∈O* are  the multisets of objects associated with the m regions of μ; 

(6) Ri, 1≤ i≤m, are the finite sets of multiset rewriting rules associated with the m 

regions of μ; 

(7) i0 is the output membrane. 

 Membrane structure contains a series of layered membrane, the outermost membrane 

is skin membrane, it divided the system into two parts, the environment part and the inner 

part, the interior of a membrane is the region of it. There may be non-elementary 

membranes or elementary membranes in the inner part, if any membrane was contained in 

a membrane, it is elementary membrane, or it is non-elementary membrane, in other 

words, the region of the non-elementary membrane can nest any non-elementary or 

elementary membrane, but the elementary can’t. Figure 1 shows a P system. 
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Figure 1. The Structure of a P system  

 

4. The Improved PSO-GA Hybrid Algorithm Based on P Systems for 

K-means Clustering 

As evolutionary algorithms, the genetics algorithm and the particle swarm optimization 

have something in common, one is that their systems are initialized in a set of randomly 

generated potential solutions, and next perform the search for the optimal one iteratively. 

Whereas the GA possess the crossover and mutation processes, combined with the PSO 

could improve the ability of finding the global optimum. As a model of computation, P 

systems has significant feature of maximal parallelism and non-deterministic. The objects 

of the systems also accomplish exchange process according to some certain 

communication rules.  

 The main idea of the improved PSO-GA Hybrid Algorithm (PGHA) [27] based on P 

systems (PGHAPS) is combine the essence of particle swarm optimization and genetics 

algorithm with membrane computing. This two evolutionary algorithms improve the 

optimization capacity, and the membrane computing contained in this algorithm is used to 

overcome the premature convergence feature of the PSO-GA hybrid algorithm. In 

contrast with the particle swarm optimization and the genetics algorithm, the maximum 

parallelism of the P system makes this hybrid membrane evolutionary algorithm owns 

better global optimization capacity. The proposed membrane evolutionary algorithm is 

used to combine with the K-means by optimizing the initial cluster centers of it. 

Generally, K-means clustering is easy to implement and convergence fast, but it is easily 

trapped into the local optimum and hard to find the global optimum, so comparing with 

the other evolutionary algorithms, the hybrid K-means has a fast convergence, in contrast 

with the standard K-means, the hybrid K-means could gain better clustering quality. 

In the PGHAPS algorithm, the individuals generated stochastic are put in each 

membrane of the P systems randomly and make sure every membrane has at least one 

individual. The individuals in one membrane were considered as an independent 

population, and they were broadly split into two groups, one group executes the PSO, 

while the other implements the GA simultaneously. The population in every membrane 

reaction respectively, and then obtained the optimal value through communication 

between membranes. If the global optimum is founded, the reaction is suspend, or, after T 

times iteration, the two parts exchange some individuals of them and proceed with the 

repercussion until satisfies the stop iteration or get the optimization results of the global. 

Interclass inertia is applied as fitness function to assess the unit so that to choose the 

better individual as the initial cluster centers of the K-means algorithm. Figure 2 shows 

the structure of the PGHAPS.  
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Figure 2. The Structure of the PGHAPS 

The procedure of PGHAPS-K-means is as follows: 

Step 1 Set M numbers of membranes except the skin membrane. h displays the h-th 

membrane, 1≤h≤M. 

Step 2 Set N numbers of individuals in one membrane at randomly, in this initial 

process, make sure each membrane has at least one individual, which is N≥1. Nh stands 

for N numbers of particles in the h-th membrane. 

Step 3 Stochastic divide the N individuals in one membrane into two parts. One of the 

two executives PSO and the other carry out the GA simultaneously. If  the best position is 

founded, the reaction suspends, or, after T times iteration, the two parts exchange the 

optimum of them and proceed with the repercussion until meet termination condition. The 

optimum is determined by the fitness value comparison according to the objective 

function. The messages exchanged between membranes operated by communication rules 

of the P system.  

Step 4 Execute K-means clustering according to the result attained by the PGHAPS 

until satisfies the stop criterion. 

 

5. Experiments and Results 
 

5.1. Data Sets 

To evaluate the validity of the proposed algorithm, two artificial data sets named Art1, 

Art2 and three real life data sets named Iris, Crude Oil, Vowel are used. All data sets 

except Art1 and Art2 are available at ftp://ftp.ics.uci.edu/pub/machine-learning-

databases/. Table 1 summarizes the characteristics of these data sets. 

Table 1. Characteristics of the Data Sets Considered 

Name of 

Date set 

NO.  of 

classes 

NO. of 

features 

Size of data set 

(size of classes in parentheses) 

Art1 3 2 300 ( 100, 100, 100 ) 

Art2 3 3 210 ( 70, 70, 70 ) 

Iris 3 4 150 ( 50, 50, 50 ) 

Crude oil 3 5 56 (7, 11, 38) 

Vowel 6 3 871 ( 72, 89, 172, 151, 207, 180 ) 

 

(1) Art1: This is a two-featured problem with three unique classes. A total of 300 

patterns were drawn from three independent bivariate normal distributions, where classes 

ftp://ftp.ics.uci.edu/pub/machine-learning-databases/
ftp://ftp.ics.uci.edu/pub/machine-learning-databases/


International Journal of Multimedia and Ubiquitous Engineering 

Vol. 10, No. 6 (2017) 

 

 

Copyright © 2017 SERSC  51 

were distributed according to N2 （ 2
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 
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  ）
i=1,2,3,  μ11= μ12=0,  μ21= μ32=0,  μ31= μ22=10,  μ and ∑ being the covariance matrix. 

The data set is illustrated in Figure 3. 

(2) Art2: This is an artificial data set. It is a three-featured problem with three classes 

and 300 patterns, where every feature of the classes is distributed according to 

Class1~Uniform (15, 20), Class2 ~Uniform (20, 25), Class3~Uniform (25, 30). The data 

set is illustrated in Figure 4. 

(3) Fisher’s iris data set consists of three different species of iris flowers: Iris setosa, 

Iris virginica, and Iris versicolour. For each species, 50 samples with four features each 

(sepal length, sepal width, petal length, and petal width) were collected. 

(4) The Crude Oil data set consists of 56 objects characterized the five features such as 

vanadium, iron, beryllium, saturated hydrocarbon, and aromatic hydrocarbon content. 

There are three crude-oil samples from three zones of sandstone (Wilhelm has 7 objects, 

Sub-Mulnia has 11 objects, and Upper has 38 objects). 

(5) The Vowel data set consists of 871 Indian Telugu vowel sounds. The data set has 

three features corresponding to the first, second, and third vowel frequencies and six 

overlapping classes, d (72 objects), a (89 objects), i (172 objects), u (151 objects), e (207 

objects), o (180 objects). 

 

  

Figure 3. Art 1                                                 Figure 4. Art 2 

5.2. Parameter Settings 

Experiments were conducted in order to compare the performance of PGHAPS-K-

means with K-means and PSO-K-means. The values of the parameter in these algorithms 

are shown in Table 2. 

Table 2. Parameter Setting 

ω c1 c2 Pc Pm Gm M N M 

0.9~0.4 1.2 1.2 0.8 0.05 200 4 100 200 

 

ω is inertia weight, c1 and c2 are learning factor, The paper adopts single-point 

crossover, and the crossover rate is Pc, Pm is mutation ratio, Gm is evolution generation, m 

is the number of the elementary membrane, N represents the number of the individuals, M 

is the maximum iteration.  
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5.3. Results 

In addition to the proposed algorithms, PSO-K-means and original K-means algorithm 

are also tested, 30 runs were executed independently when applying one of the tested 

algorithms. The termination condition is the predetermined number of function evaluation 

to be reached. The performance of the three algorithms is evaluated and compared using 

the following two criteria: 

The sum of intra-cluster distances. The distance between each data vector in a cluster 

and the centroid of that cluster, as defined in equation (1).  The smaller the sum of the 

distance means the better performance of clustering  

Error rate (ER). It is defined as the number of misplaced points over the total number 

of points in the dataset, as shown in equation (5): 

Error rate= (Q/e) ×100%                                          (10) 

Where e is the total number of data points and Q is the total number of misplaced 

points. The error rate is defined as 0 when the value is smaller than 10-6. Table 3 shows 

the intra-cluster distances compared. 

Table 3. Comparison of Intra-Cluster Distances for K-Means, PSO-K-Means 
and PGHAPS-K-Means 

Data set Criteria K-means PSO-K-means PGHAPS-K-means  

Art 1 Average 426.05 418.47 416.45 

Std (15.71) (0.59) (0.00) 

best 420.78 418.42 416.45 

Art 2 Average 442.41 434.46 433.36 

Std (18.47) (9.04) (0.03) 

best 434.76 433.74 432.03 

Iris Average 106.05 96.76 96.06 

Std (14.11) (0.07) (0.03) 

best 97.33 96.66 96.06 

Crude Oil Average 287.36 277.77 276.07 

Std (25.41) (0.33) (0.03) 

best 279.20 277.45 277.64 

Vowel Average 159242.87 149375.70 149373.60 

Std (916) (155.56) (150.01) 

best 149422.26 149206.10 149203.10 

 

Table 3 illustrates the average, standard deviation and best intra-cluster distances from 

five datasets. As can be seen clearly, PGHAPS-K-means outperform PSO-K-means and 

K-means in these datasets and obtains the optimal intra-cluster distances in each run. For 

Art1, the average of the fitness for PGHAPS-K-means is identical to the best distance, but 

the standard deviation of the fitness for this algorithm is 0, smaller than that of PSO-K-

means and significantly smaller than that of K-means. For the three real life data sets, 

PGHAPS-K-means performs well in the average distance, the best distance and the best 

intra-cluster distances. In these three cluster methods, K-means has the largest standard 

deviation, performs worse than PSO-K-means, the PGHAPS-K-means does the best 

performance. It shows that the PGHAPS-K-means outperform the PSO-K-means and K-

means by better capacity of finding the global optima. 

The standard K-means algorithm is widely used owning to its simple concept and easy 

operation. With randomly choosing k data points as initial cluster centers, the K-means 

algorithm is easy trapped into the local optimum and the clustering results is unstable. In 

particle swarm optimization, the particles moves according to some certain rules, when 

combining with genetics algorithm and P systems, the hybrid algorithm will has a better 
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optimizing capacity and he error rate will decline in the meantime. Table 4 shows the 

average error rates, standard deviations, and the best solution of the error rates from the 

30 simulations.  

Table 4. Comparison of Error Rates for K-means, PSO-K-means and 
PGHAPS-K-means (%) 

Data set Criteria K-means PSO-K-means PGHAPS-K-means  

Art 1 Average 19.23 17.85 0.00 

Std (0.69) (0.00) (0.00) 

best 13.45 12.98 0.00 

Art 2 Average 15.51 14.34 0.00 

Std (6.40) (0.00) (0.00) 

best 8.93 8.20 0.00 

Iris Average 17.8 10.20 10.20 

Std (10.72) (0.21) (0.16) 

best 10.67 10.00 10.00 

Crude Oil Average 24.46 24.29 23.42 

Std (1.21) (0.72) (0.40) 

best 23.21 23.21 23.21 

Vowel Average 44.26 42.24 42.17 

Std (2.15) (0.95) (0.83) 

best 42.02 40.64 40.64 

 

As is indicated in Table 4, for Art1 and Art2, the average, the standard deviation, and 

the best solution of the error rates for PGHAPS-K-means are 0.00%, which are superior 

PSO-K-means and K-means. For Iris data set, the average and the best solution of PSO-

K-means are equal to those of PGHAPS-K-means but the standard deviations is 

outperform the other two by 0.05 and 10.56. Generally, PGHAPS-K-means does not 

compare favorably with PSO-K-means and K-means for Iris. For Crude Oil, the proposed 

method is superior to the other two in average and standard by 0.87, 0.94, 0.32 and 0.81. 

For Vowel. The value is 0.07, 0.9, 0.12 and 1.32, such that the hybrid K-means clustering 

has a better clustering quality and a stable clustering results. It should be noted that the 

error rate is not proportional to the intra-distance. The actual data distribution was not 

regular and a smaller intra-cluster distance does not mean a lower error rate, as there is no 

absolute correlation between them. Conclusions could be arrived that, in error rate, the 

proposed clustering method does better than the two being compared on the whole.  

 

6. Conclusions 

The proposed algorithm is characterized by employing the formal framework of P 

systems, the evolutionary principles of particle swarm optimization and improved 

variable population-size genetics algorithm in each membrane (PGHAPS). The maximal 

parallelism and non-determinism of P systems also do help in improving global search 

capacity. This hybrid evolutionary algorithm is then used to improve the K-means by 

optimizing the initial cluster centers. By comparing the clustering performance of the 

hybrid K-means, the K-means and the PSO-K-means based on five tested data sets, 

proved the better clustering quality and the stable clustering results of the hybrid K-

means. In this paper, simulation experiment is tested on data sets within dimension less 

than five. The following research will focus on dealing with high-dimensional data sets.  
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