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Abstract 

In this paper, we present an automatic background composition method using 

histogram-based graph cut. The proposed method consists of four steps: i) initial label 

map generation, ii) label map update, iii) object extraction by segmentation, and iv) 

dynamic background composition. Since the proposed method can minimize the user 

interaction for generating the initial label map and updating, it is suitable for simple 

interaction using a low-speed processor and limited memory space. Experimental results 

show that the proposed method provides better segmentation results compared with 

existing state-of-the-art methods with significantly reduced computational complexity. 

The proposed automatic object segmentation and background composition method can be 

applied to video editing, video conference, and video contents creation using low-cost 

mobile devices such as smart phones, smart TVs, and tablet PCs. 
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1. Introduction 

Traditional image segmentation aims to extract homogeneous regions with respect to 

texture or color properties, while recent segmentation methods can be defined as a process 

which typically partitions an image into meaningful objects according to some pre-

specified semantics [1]. However, it is still difficult to locate the desired object based on a 

unified detection method due to various object features: color, intensity, shape, and 

contour, to name a few. In order to achieve better segmentation performance, many 

interactive methods have been proposed [2-5], which require the user interaction to 

manually define the desired object in advance [1]. 

There were to solve the problem of inconvenient user-interaction. Boykov proposed an 

optimization-based graph cut algorithm using a very simple user interaction [2]. Li 

proposed a system for cutting out a moving object from a video clip and pasting it onto 

another video or background image using three-dimensional (3D) graph-cut [3]. To 

achieve this goal, the user is required to select a few key frames in the video sequence at 

every ten frames for separating foreground and background using the snapping tool [4]. 

Wang proposed an interactive system for extracting foreground objects from a video that 

allows users to easily indicate the foreground objects across space and time [5]. Ning 

proposed an interactive object segmentation algorithm by using maximum similarity-

based region merging (MSRM) [6]. Kim proposed an automatic object segmentation 

algorithm by using histogram-based graph cut (HBGC) and label map generation [7]. 

Since both HBGC and MSRM based methods require interactive initial label map, it is 

necessary to automatically generate the initial label map for low-cost, automated 

applications. 

In this paper, we present a novel automatic background composition and label map 

generation. Under assumption that a moving object generates the target region to be 

segmented, the proposed algorithm consists of four steps: i) initial label map generation, 
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ii) label map update, iii) object extraction by segmentation, and iv) background 

composition as shown in Figure 1. 

 

Figure 1. The Flowchart of the Proposed Object Segmentation and 
Background Composition Algorithm 

More specifically, the input image is first split into sufficiently many regions using the 

median filter-based watershed algorithm [8]. The initial label map is then generated by 

using optical-flow, skeletonization [9], and morphological boundary detection. The label 

map is updated by using color histogram and Bhattacharyya coefficients for the following 

frame. The segmentation result is obtained using HBGC. We then compose the image 

frame using the segmented object and a priori stored background. At this point, the 

motion data in the background is measured by the optical-flow, and the final result is 

synthesized by moving the object region according to the motion of the background. 

Although the primary object of the proposed method is to secure the privacy of 

individual users using a low-cost video editing device, it can also be used to create high-

quality video contents using seamless composition of an object and background. 

This paper is organized as follows. Section 2 presents the automatic object 

segmentation algorithm, and section 3 presents the background composition algorithm. 

Section 4 summarizes experimental results, and Section 5 concludes the paper. 
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2. Automatic Object Segmentation Method 

Most existing object segmentation methods use one or combination of color-based 

merging, mean-shift or motion-based segmentation, graph-cut, and grow-cut algorithms, 

which are not suitable for video object segmentation in their original forms particularly in 

applications of consumer low-cost devices with limited computational power. In order to 

fit the consumer environment, we use automatic initial label map generation and its 

update for detecting an object without user interaction, and then apply the HBGC 

algorithm. 

For improving the segmentation speed of the low-performance mobile processor, we 

first over-segment the input image. The proposed over-segmentation method uses the 

median filter-based watershed algorithm to generate N  nodes, 
n

S , 1, ,i N , which are 

the output of the median filter-based watershed block shown in Figure 1 [7]. 

 

2.1. Automatic Generation of the Initial Label Map  

The proposed label map generation process is shown in the left dotted block denoted 

“Label map generation” as shown in Figure 1. Based on the assumption that a moving 

region is an object of interest in the video, we generate an initial label map using optical-

flow. Let [ , ]
T

x y
V V V  be the velocity vector, and then the optical flow equation is 

expressed as 

( , , )
( , , ) , ( , , ) 0

f x y t
f x y t v x y t

t


  



, (1) 

where ( , )x y  represents the image coordinate, and t  the time index, and ,   denotes the 

vector inner product. The moving region, denoted by 
M

R , can be defined as 

 2 2
( , ) |

M x y M
R x y V V   , (2) 

where 
M

  is a pre-specified threshold. We empirically used 0 .3 5
M

   for the 

visually best segmentation result. We refine the detected moving region 
M

R  using 

morphological opening and closing operations by removing noise and filling holes. 

The refined region, denoted by 
M

R  , fuses narrow breaks and long thin gulfs to 

eliminate small holes and fill gaps on the contour. 

Skeletonization 0 is applied to 
M

R   for stable object region labeling. Let ( , )
O

f x y  

be the result of skeletonization. If ( , )
O

f x y  is true, the node that contains ( , )x y  has 

the label 1
p

L  . Morphological operation is applied to 
M

R   for stable background 

region labeling. Let ( , )
B

f x y  be the boundary of results of the morphological 

dilation operation. If ( , )
B

f x y  is true, the node that contains ( , )x y  has the label 

1
p

L   . The initial label map generation process can be expressed as 

1, ( , , t ru e

( , , ) tru e

o th e rw i

)

( , ) 1

0 s e

, .

,

p

O

B

f x y t

x y tL x y f




  




 (3) 

Figure 2 shows the result of label map generation. In Figure 2(f), the white curve 

represents the background region labeling, while the black curve represents the 

object region labeling. 
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                  (a)                                        (b)                                         (c) 

   
(d)                                        (e)                                        (f) 

Figure 2. Result of Label Map Generation: (a) Input Image, (b) the Estimated 
Optical Flow, (c) the Refined Motion Region, (d) the Result of 

Skeletonization, (e) Detected Boundary, and (f) the Generated Label Map 

2.2. Label Map Update 

In static video, object’s motion is limited. We can thus estimate the label map of 

the current frame ( , , )f x y t  from that of the previous frame ( , , 1)f x y t  , which 

yields stable segmentation with reduced computational load. The estimation error is 

corrected by updating the label map based on the over- segmentation result 
n

S .  

For updating the label map in consecutive frames, we first detect adjacent nodes 

using the regions adjacency graph (RAG) at the 1t  st frame, and then select the 

most similar node using color histogram and Bhattacharyya coefficient. Let 
p

N  be 

the node containing the label map 
p

L  in the previous frame, then the corresponding 

adjacent node in the current frame, denoted by 
q

N , is obtained by using the RAG. 

Trémeau et al. claimed that the most similar node can be obtained as [10] 

1 2
, , ( , )

( , ) m in (( , ) )
i j i j

p q i j
s N s N s s E

G N N s s
  

 , (4) 

where ( , )G S E  is an undirected graph, 
i

s S  is a set of regions corresponding to 

image elements, E  is a set of edges connecting pairs of neighboring regions. Each 

edge, ( , )
i j

s s E , has the corresponding weight ( , )
i j

s s  that represents the 

dissimilarity of the two regions connected by that edge. A region is represented by a 

component N S . We obtain the dissimilarity between two neighboring regions 

1 2
,N N S  as the minimum weighted edge connecting them. 

Figure 3 shows the graph structure of a partitioning example and it’s RAG. 
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(a)                                                   (b) 

Figure 3. An Example of (a) Partitioned Regions and (b) the Corresponding 
RAG 

RAG is used to calculate similarity with the surrounding region in the 
p

N  of 

current frame. And 
p

N  can be calculated with based on obtained in the 
p

L  of the 

previous frame. 
p

N  and 
q

N  in the current frame are shown in Figure 4. 

 

 

Figure 4. An Updating Process of the Initial Label Map 

We uniformly quantize each color channel into 16 levels and then the histogram 

of each region is calculated in the feature space of 16 16 16 4096    bins. We use 

the Bhattacharyya coefficient   to measure the similarity between 
p

N
H  and 

q
N

H  as 

4 0 9 6

1

, ,
p q

n n

N N

n

H H



   (5) 

where 
P

N
H  and 

q
N

H  are the normalized histograms of 
p

N  and 
q

N , respectively, 

and the superscript n  represents the n -th element of the corresponding histogram. 

The geometric explanation of the Bhattacharyya coefficient actually reflects the 

perceptual similarity between regions. If two regions have similar contents, their 

histograms will also be similar, and hence their Bhattacharyya coefficients wil l 

increase [6]. We will therefore update 
p

L  by the node 
q

N  of maximum  . 

 

2.3. HBGC for Object Segmentation 

Computational efficiency and user-friendly way of operation are critical issues in video 

editing environment and mobile devices. So we use the HBGC algorithm, which is a 

modified version of the original graph-cut algorithm, for reducing computational load and 
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minimizing user interactions. The existing graph cut algorithm minimizes the Gibbs 

energy expressed as 

{ , }

( ) ( , ) ( , ) ( ) ,
p i j p q

p I p q N

E L R p L B p q L L 

 

     (6) 

where 

1,
( )

0 ,
q

q

p q

p

p

L

L

L
L

L
L






  


, (7) 

The positive regularization parameter   specifies a relative importance of the 

region properties term ( , )
p

R p L  versus the boundary properties term ( , )
i j

B p q [2]. 

( , )
p

R p L  encodes the color similarity of a node, indicating if it belongs to the 

foreground or background as 

( , ) In P r( | )
p p p

R p L I L  , (8) 

where 
p

I  is the 3D feature vector of pixels of the node p  in the RGB color space, 

and P r( | )
p p

I L  is the conditional probability of the 
p

I  given the 
p

L . So ( , )
p

R p L  

reflects the likelihood that p  belongs to 
p

L , and thereby can be used to penalize the 

incorrect label assignment. 

Since the existing algorithm is computationally expensive, we present a novel 

object, efficient segmentation method by comparing histograms of the 

corresponding regions. More specifically, we redefine ( , )
p

R p L  by using color 

histograms and Bhattacharyya coefficients as 
4 0 9 6

( 1 , 1 )

1

( , ) m in ,
p p

n n

p p L L

n

R p L H H
  



  , (9) 

where 
p

H  and 
( 1 , 1 )

p p
L L

H
  

 represent normalized histograms of p  and 
p

L , 

respectively. Then, the boundary term ( , )
i j

B p q  is given as 

( , ) ( )
i j i j i j

B p q p q g C  
, 

(10) 

where ( ) 1 / ( 1)g    , and 
2

( ) ( )
i j

C C i C j   is the 
2

l -Norm of the RGB color 

difference of two pixels i  and j . ( )C i  and ( )C j  represent the color of i  and j , 

respectively. Note that 
i j

p q  allows us to capture the gradient information along 

the segmentation boundary. In other words, ( , )
i i

B p q  plays a role of the penalty term 

when adjacent nodes are assigned with different labels. The more similar the color s 

of the two nodes are, the larger ( , )
i i

B p q  becomes, and thus the less likely the edge 

is on the object boundary. The globally optimum solution for the minimization of 

the energy function can be found by using the min-cut/max-flow algorithm [11]. 

 

3. Background Composition 

For natural replacement of background while keeping the foreground object, we can 

use blue screen and Trimap-based algorithms. A blue screen is a special device for color-

based extraction of the foreground object. The Trimap-based composition algorithm 

requires additional user interaction, which is needed for high-quality, accurate 

composition [12-14]. 
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The background composition algorithm used in this work starts with a new background 

image to be replaced with the existing one. In case of video, the background may change 

if the camera moves. For solving this problem we propose a novel background 

composition algorithm for natural images as shown in Figure 5. 

 

[ , ]T

x yV V V

( , )OR x y

Background motion 

estimation

Moving coordinate 

extraction

v

Background 

composition

Result image

( , )OR x y

Background image 

to be replaced

The coherent 

matting

The out of the 

“Histogram based 

graph cut” block in 

Fig. 1

( , )OM x y

 
Figure 5. The Proposed Background Composition Algorithm 

After estimating the background motion in the video, the location of composition is 

reset by using the estimated value. For reducing unnatural artifacts, we apply the coherent 

matting algorithm [15] in the boundary of the foreground. 

 

3.1. Estimation of Background Motion 

If a consumer hand-held camera system is used, motions in the background result in 

erroneously generated background images. In this work, we estimate the background 

motion in a specific region to overcome the camera shaking problem. Since an object of 

interest is, in general, present in the center of the frame, we assign two regions in upper 

left and right corners of the image for estimating the background motion. 

The object coordinate moves along the average of motions estimated in the two regions 

1
v  and 

2
v  as 

1 2

1
( ( , ) ( , ) )

2
x y x y

v v V V v V V
W

   , (11) 

where W  represents the window size. We experimentally used a 1 6 1 6  window for 

background motion estimation. The object coordinate ( , )
O

R x y  is updated by using 

the v  as 

x

O O

y

vx x
R R

vy y

    
       
     

. (12) 

The updated object coordinate ( , )
O

R x y  is combined with a new background 

image as shown Figure 6. 
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Figure 6. The Combined Coordinate of the Updated Object 

3.2. Refinement of Composite Boundary 

Synthetic combination of the foreground and background images may produce an 

unnatural-looking boundary. Chuang has proposed a natural composition method using 

the Trimap in the complex background [12, 14], which needs a user interaction. 

For making the composition result look more natural, we applied the coherent matting 

algorithm [15] in the boundary region between the object and background. The coherent 

matting algorithm improves Bayesian matting by introducing a regularization term called 

 . The generated alpha matte complies with the prior binary segmentation boundaries, 

and performs better than Bayesian matting when foreground and background colors are 

similar. 

Uncertain regions in matting are computed by dilating the binary object boundary, 

typically by 7 pixels. For small holes or thin gaps in the foreground, this dilation may 

result in no background colors to be sampled nearby. In this case, we instead sample 

background colors from neighboring frames. Figure 7 shows the result of refined 

boundary of an object. 

 

         
(a)                                         (b) 

Figure 7. Comparing the Results of Different Background Composition 
Methods: (a) Without Refined Boundary and (b) Using the Coherent Matting 

Method 
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4. Experimental Results 

In order to evaluate performance of the proposed algorithm, we used several test 

videos, which were taken by a commercial mobile phone camera. We also tested a set of 

still images. The sizes of foreground test frames are 320 480 , and those of background 

images are 640 480 . 

Figure 8 and Table 1 compare performance of the proposed and two existing object 

segmentation algorithms [2], [6] in the sense of both subjective and objective manners, 

respectively. While existing algorithms need user interaction to specify the initial label 

map, the proposed method can automatically generate the initial label map. 

 

    

    

    
(a)                              (b)                            (c)                              (d) 

Figure 8. Results of Object Segmentation using Three Different Algorithms: 
(a) iInput Images with the Initial Label Map (solid line: background, dotted 

line: object), (b) Segmentation Results of Boykov’s Method [2], (c) 
Segmentation Results of Ning’s method [6], (d) Segmentation Results of the 

Proposed Method 

Table 1. Processing Times (in seconds) of Three Different Segmentation 
Algorithms using a Dual Core CPU at 2.50 GHz 

Image Boykov [2] Ning [6] Proposed 

Bird 0.089 45.792 0.053 

Monkey 0.110 60.120 0.056 

Woman 0.095 51.356 0.051 
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Figure 9 shows the step-by-step results of the proposed segmentation and composition 

algorithm in still images. The size of the test image is 320 480 . 

 

    

    

    
(a)                        (b)                         (c)                        (d) 

Figure 9. Step-by-step Results of the Proposed Segmentation Algorithm: (a) 
Input Image, (b) the Segmented Object Using the Coherent Matting Method, 
(c) the New Background Image, and (d) the Combination of the Segmented 

Object and the New Background. 

Figure 10 shows the composition results using dynamic background. The size of object 

image is 320 480 , and the size of background image is 640 480 . The processing time 

was 0.051 seconds/frame, which can make real-time implementation possible. Since the 

latest smart phones adopt a dual or quad core CPU at 1.4GHz or higher, the proposed 

method can provide the similar performance and processing time in real mobile devices. 
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5th frame            10th frame           15th frame 

   
20th frame            25th frame           30th frame 

(a) 

   
5th frame            10th frame           15th frame 

   
20th frame            25th frame           30th frame 

(b) 

Figure 10. The Results of Composition Using Dynamic Background; (a) 
Input Image and (b) the Result of Background Composition 

5. Conclusion 

An automatic object segmentation and background composition method has been 

presented for interactive video matting. For automatic segmentation of moving objects in 

video, the initial label map is generated and updated without user interaction. The HBGC 

improves the performance of existing graph cut-based algorithms. Dynamic background is 

correctly synthesized by estimating motion information and compensating the coordinate 

of the moving object. The proposed method can be applied to the wide range of consumer 



International Journal of Multimedia and Ubiquitous Engineering  

Vol. 10, No. 1 (2015) 

 

 

170   Copyright ⓒ 2015 SERSC 

 

 

video services including; video editing, video calls, and contents creation especially in 

commercial low-cost mobile devices. 
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