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Abstract 

The current development of IoT based sensor networks opens up a new era of network 

communication with a wide range and diverse usage. Sensor calibration to reduce power usage 

is essential to reduce energy consumption in sensors as well as improve the efficiency of devices. 

Reinforcement learning (RL) has been received much attention from researchers and now 

widely applied in many study fields to achieve intelligent automation. Though various types of 

sensors have been widely used in the field of IoT, rare researches were conducted in resource 

optimizing. In this novel research, a new style of power conservation has been explored with 

the help of RL to make a new generation of IoT devices with calibrated power sources to 

maximize resource utilization. Our proposed model using Deep Q learning (DQN) enables IoT 

sensors to maximize its resource utilization. This research focuses solely on the energy-efficient 

sensor calibration and simulation results show that the performance of the proposed method. 

This proposed model achieve a new state of the arts 96% accuracy for predicting and learning 

the game and give a novel solution for efficient sensor calibration. 

 

Keywords: Deep learning, Optimization, Reinforcement Learning, Simulation. 

 

1. Introduction 

Internet of Things (IoT) has wide applications and crucial in our daily life in every sector. 

Nowadays, IoT devices can be used to monitor and detect activities in real-time. IoT based 

sensor networks are distributed in which each sensor does its own tasks to sense and obtain 

information from the environment. However, sensors have limited functions such as short in 

battery lifetime, low range communication. Rapid growth in the demand for energy in every 

sector such as communication, industrial production, domestic usage, etc. makes now the 

efficient usage of energy resources a very demanding research interest. IoT based on small 

scale machines with limited power resources. The idea of saving energy during operation IoT 

devices is one of the top priorities. The energy consumption of under-utilized resources, 

particularly in a remote IoT based testbed, measures for a significant amount of real energy use. 

So, as to utilize this usage will both make the testbed more robust and very longer lasting than 

usual. IoT devices are expected to be low-powered devices but the sheer number of IoT devices 
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that Cisco predicts will be 50 billion by 2020, is an order of magnitude larger than the number 

of smartphones and tablets in use today [1]. According to Mohammadi et al. [2], the annual 

estimated market growth or economic impact of IoT Devices will be over $2.7 trillion dollars. 

Rise of IoT usage trending will eventually render into many sectors of industries to adapt to 

such a system, resulting in more energy surge in the next decade. As a result, the research into 

making more energy effective solutions are on the rise. 

Reinforcement Learning (RL) algorithm is not a modern-day invention. The whole idea of 

these algorithms hovers around natural human learning mechanisms. The main idea is to 

encourage positive action through some positive value, or reward and vice versa. This gives the 

agent or the actor/model to adapt to the real-life model scenario easily by learning rapidly. 

Previously, the RL algorithms were notoriously slow and not easily adapted to the environment. 

However, after the rise of Deep Learning Neural Networks (DNN) and backpropagation gives 

the DNN based agent to perform well RL based learning. The agent, which essentially, a DNN 

with learning capacity gets weight update based on the RL policy can rapidly learn the 

mechanism defined in the environment and suppress any human in the same situation. Google 

Inc. developed the deep learning-based Reinforcement model which mastered the ancient game 

of Alphago and beat the human professional player [3]. This paves a way to apply RL in many 

sectors of the problem that cannot be optimized only by the classical machine learning models. 

Although much research has been focused to solve complex problems with reinforcement 

learning, the energy-saving mechanism of the IoT devices with the reinforcement model has 

not been properly explored. The idea of resource utilization in IoT devices is crucial for any 

real-time sensor field. The resource scarcity will make this reinforcement learning very 

effective to the IoT based model to adapt to longer-lasting extreme scenarios. 

Deep reinforcement learning (deep RL) has emerged as an effective solution for learning 

how to mimic decision flows of very complex real models [4]. Most of the applications of such 

models are mainly focused on game-based problem-solving. The energy utilizing a section for 

IoT sensors with deep reinforcement learning is a promising sector for such a domain to apply 

reinforcement learning solutions. Although much research focused on visual puzzle solving, 

using the deep reinforcement learning in the IoT sensors to utilize the energy resources is not 

properly explored. In this research, the idea of the kind of power consumption minimization 

with deep reinforcement learning for IoT sensors is focused. Minimizing battery usage with a 

reinforcement learning mechanism to maximize the battery output is mainly focused. 

The rest of the paper is organized as follows, Section II discusses the related works and 

proper background of the theory, Section III explains the setup of the theorized experiment, 

Section IV discussed the findings and final Section V is the conclusion. A state is a concrete 

and immediate situation in which the agent finds itself. 

 

2. RELATED WORK 

Power consumption minimization and intelligent resource management had seen much 

research. Most of the modern research in this field specifically focused on resource utilization 

with most various machine learning techniques. The research mostly focused on the 

implementation of workload in various sectors such as data center load distribution to reduce 

workloads, electric power station intelligent switching to reduce power consumption and 

energy conservation. To our best knowledge, the novel research for utilizing IoT sensors and 

power conservation with reinforcement learning has not yet been thoroughly explored. 

In the research conducted by Dong et al. [5], the main research focused on applying the 

support vector machine (SVM), which is a well know supervised machine learning algorithm 
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for classifying. The SVM was applied to predict the energy consumption of the building in the 

tropical regions. The research collected the weather data of the said regions and buildings then 

trained the SVM to predict proper energy consumption for the given weather in the future. The 

research reported y, all prediction results are found to have coefficients of variance (CV) less 

than 3%. 

According to Shroud et al. [6], the cost of energy is one of the important factors associated 

with increased production costs at manufacturing facilities. This enables the decision-maker to 

approach this problem with at-most importance. The research proposes a mathematical model 

to minimize energy consumption by using machine learning methods to intelligently ”Turn on” 

or ”Turn off” the machine. This method will eventually reduce the machine energy 

consumption drastically. The research reports that significant reductions in energy costs can be 

achieved by avoiding high-energy price periods. This minimization process also has a positive 

environmental effect by reducing energy consumption during peak periods, which increases the 

possibility of reducing CO2 emissions from power generator sites. 

Mocanu et al. [7] proposed a new reinforcement learning, especially Deep Q learning-based 

online building energy optimization technique which energy scheduling strategies could be 

used to provide real-time feedback to consumers to encourage more efficient use of electricity. 

However, this research completely focused on the learning mechanisms of the energy 

optimization of the electric grids and do not give any insights on battery-based energy 

optimization. 

All the research currently going on the field of energy conversion, and IoT based models 

energy optimization and implementation of the energy-saving method is currently not properly 

explored. The IoT based models need to be highly optimized for minimum energy consumption 

and the proposed method for this power consumption minimization will surely give a new 

frontier in the IoT based device power optimization with reinforcement learning. 

 

3. PROPOSED METHODS 
 

3.1. Reinforcement Learning and Neural Network 

The main idea of reinforcement learning first coined in computer science by Sutton in 1998 

[8]. It is separated into some sectors of definitions. RL can be properly explained using the 

concepts of agents, environments, states, actions, and rewards. An agent takes actions; for 

example, a drone making a delivery, or Super Mario navigating a video game. Action is the set 

of all possible moves the agent can make. The action is almost self-explanatory, but it should 

be noted that agents choose among a list of possible actions. The world through which the agent 

moves is called the environment. The reward is the feedback by which we measure the success 

or failure of an agent’s actions. The discount factor is multiplied by future rewards as 

discovered by the agent in order to dampen these rewards effect on the agent’s possible choice 

of action sets. It is designed to make future rewards worth less or more, depending on the 

settings, than immediate rewards. So basically, it enforces a kind of short-term hedonism or 

long term feedback or rewarding in the agents. The main interaction is done by the agent in the 

environment. 

Based on the agent’s action it will receive some reward. This whole action t aking in 

the single unit is known as the state, as it moves into the next state, it gets to repeat the 

same action until the objective for the agent is done. Deep learning can be classified as a 

subset of machine learning. Usually, the term deep learning is synonymous with deep 

artificial neural networks. Deep artificial neural networks are a set of algorithms that 
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have set new records in accuracy for many important problems, such as image recognition, 

sound recognition, recommender systems, etc. [2][9][10]. Deep is a machine learning 

terminology. It refers to the number of layers in a neural network. A shallow network has 

one so-called hidden layer, and a deep network has more than one. Multiple hidden layers 

allow deep neural networks to learn the features of the data. 

 

Figure. 1. Deep Learning Neural Network. 

As shown in Figure 1, the main idea of the deep learning neural networks is in the multi-

layered, actually more than one hidden layer in the model. These multi-layered networks are 

often configured based on the needs of classification and regression. The detailed model of our 

proposed DNN was discussed in the later experiment section in detail. The other action of the 

deep learning works as same as the Multilayer Perceptron (MLP). The main power of DNN 

came from the rise of the backpropagation algorithm [11] and GPU based training of the model 

in huge datasets [12]. 

 

3.2. Deep Q learning 

Q-learning is a reinforcement learning technique used in machine learning. The goal of Q-

Learning is to learn a policy, which tells an agent what action to take under what circumstances. 

It does not require a model of the environment and can handle problems with stochastic 

transitions and rewards, without requiring adaptations. For any finite Markov decision process 

(FMDP), Q-learning finds a policy that is optimal in the sense that it maximizes the expected 

value of the total reward overall successive steps, starting from the current state. Q names the 

function that returns the reward used to provide the reinforcement and can be said to stand for 

the quality of an action taken in a given state. In value-based model-free reinforcement learning 

methods, the action-value function is represented using a function approximation, such as a 

neural network. In one-step Q-learning, the parameters of the action-value function are learned 

by iterative minimization of a sequence of loss functions, which is essentially the backbone of 

any DNN. 
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Algorithm 1.  Deep Q learning Algorithm. 

 

The basic algorithm is described in Algorithm 1. above. Most of the implementation of the 

DQN, despite the programming specification, follow the algorithm. For any IoT devices, the 

main part of the computation unit is small and resource-intensive. So the actor, which is a deep 

learning model needs to be much utilized to use less power and computation during training. 

So, in the simulated scenario, the environment was proposed as supposed to ensure proper 

learning. The main component of the environment of the Action detection sensor, in the 

proposed method, such a sensor was imagined as the action detection or motion detection sensor, 

for both Ultrasonic and Ultraviolet light sensors. The IoT devices or the actor in this model 

reads the data of the sensors in the time-step and action control of the model, as to figure the 

given probability of its active state. Based on the time, the model gives the estimation for 

turning off the sensors based on the values on sensors and then it compares with the actual 

value of success or not. Based on the success of the model, the actor model gets a reward and 

thus learns to save the utilities on how much it conserves the energy. Later the battery data 

reading compared also add the reward policy to the basic learning as a discount factory 

randomly to tighten the immediate reward. 

To train the DQN models, a starting point an off-line database is used at first. A simple 

simulation database with data was created to build the environment as a game. In this game for 

each step, a sample action space was given for the agent to take in a Gaussian distribution, 

followed by the battery charge level. We gave a positive reward to it if it was close to our 

optimization goal. If not, we assigned to that possibility a negative reward. At the begin of the 

learning there are a lot of random choices, but in time (many iterations), the reinforcement 

learning model converges and will learn to choose just the possibilities which are close to the 

optimization goal. The training of the actor was properly done in the simulated environment, 

but the data learned from this simulation is fully optimized for real deployment as the learned 

model act indifferent to the real-life because of the data invariant. The main idea of the agent 

is to learn from the sensor's electric usage and power consumption for battery discharge rates. 
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4. EXPERIMENTS 

The simulation and training were done in the open-source, python-based simulator. The 

proposed Deep Q learning Agent (DQN) agent to learn to optimize the simple task of 

conserving energy by guessing the ”turn off” states. In the generated result, the data is 

composed of a constant and repetitive profile of realistic data for any given sensors energy 

consumption, combined with a perfect forecast for a later time. The agent has both the ability 

to memorize this profile and lives in a near Markov environment. This results from an 

equilibrium of proper learning environments. 

Figure. 2. Reinforcement Learning agent learning and given reward in each 

step taken by the agent. 

Fig. 2 shows the graphical representation of the data generated for the RL training in the 

simulator. The trained model was learn based on the reward policy generated in each episode 

of the models. The total steps for the simulation were set at 1,000,000. The agent learning 

configuration was set as following, the discount factor or γ was set to 0.97 to look into a future 

reward for maximizing the conservation. Fig. 3 shows the total episode rewards in the total 

simulation run-time for an agent. Based on the saved energy and utilization, the model receives 

a reward that is shown in Fig. 3. A real-world application of using reinforcement learning to 

control a battery would have to deal with both a variable price profile. The main advantage of 

(deep) reinforcement learning is that after the model is trained completely on such an off-line 

database, it can be exploited on-line in a real environment. If this online environment has 

slightly changed from the trained environment, the reinforcement learning model can learn by 

default these changes and adapt dynamically its behavior to achieve the best possible 

performance. 
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Figure. 3.Reward Policy for the agent in the simulator. 

Table. 1. Learning accuracy comparison and baseline for Neural network 

models. 

Method for the DQN Agent Accuracy achieved Remarks 

Baseline (Just LSTM) 83.35% 
Not setup with DQN, for 

baseline research 

DNN DQN Agent 90% 
Not adaptive to change in real-

time 

LSTM DQN Agent 96% 
Has an adaptive scale for 

adding the time series learning. 

 

The code of the DNN was modeled by was focused on a variety of combinations to ensure 

proper results. The neural network gets a basic 4 layers hidden configuration with 32,32,16,16 

nodes in each layer. All of the layers had ReLu (Rectified Linear Unit). The learning rates for 

the neural network were fixed at 0.00001 for proper learning. The main general model was a 

simple neural network with 3 hidden layers, this layer started getting the changes and the model 

updating for recognizing the correct actions for a massive payout, or maximizing reward was 

excellent. This receives an over 90% accuracy for learning command sequences for maximizing 

reward. But the LSTM (Long Short Term Memory) model in DQN gets around 96% accuracy 

for the data system and very adaptive to the change in the rapid environment as shown in the 

Table 1. This is more important for the experiment and future application as the real-life data 

is also ever-changing in IoT based module.  

 

5. CONCLUSION 

Sensor utilization for power conservation is an important task to ensure the reliability and 

availability in controlling and monitoring a sensor network since they have limitations on 

battery and computational capacity. Though the work on sensor data for the new sensor network 
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generation is still cumbersome. For the best of our knowledge, our proposed method on sensor 

utilization employing RL algorithms is the first attempt to explore the application of machine 

learning in information utility-based sensor collaboration. In this research, we have generalized 

the estimation of an information utility for RL algorithms. Later we have designed a sensor and 

proposed a new model to utilize the battery or power consumption of the IoT node sensors. The 

whole simulation was successful indicative of the real-life RL deployment in the real-time IoT 

based devices later to enable RL based optimization later. The promising result opens up new 

research frontier for RL based IoT energy conservation and collaboration in real-time in future. 
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